
Feature Logi
-based Semanti
Composition:A Comparison between LRS and LTAGFrank Ri
hter∗University of TübingenLaura Kallmeyer†University of TübingenIn this paper we will explore the similarities and di�eren
es between two feature logi
-based approa
hes to the 
omposition of semanti
 representations. The �rst approa
h isformulated for Lexi
alized Tree Adjoining Grammar (LTAG, Joshi and S
habes 1997), these
ond is Lexi
al Resour
e Semanti
s (LRS, Ri
hter and Sailer 2004) and was �rst de�nedin Head-driven Phrase Stru
ture Grammar. The two frameworks have several 
ommon
hara
teristi
s that make them easy to 
ompare: 1. They use languages of two-sortedtype theory for semanti
 representations. 2. They allow underspe
i�
ation: LTAG usess
ope 
onstraints ≥ while LRS provides 
omponent-of 
onstraints �. 3. They use featurelogi
s for 
omputing semanti
 representations. 4. They are designed for 
omputationalappli
ations. By 
omparing the two frameworks we will also point out some 
hara
teristi
sand advantages of feature logi
-based semanti
 
omputation in general.1 Introdu
tionEx
ept for a few early and largely informal explorations of the relationship be-tween semanti
 representations in uni�
ation-based frameworks using typed fea-ture logi
s (TFLs) and the lambda 
al
ulus-based Montague Grammar of main-stream resear
h on semanti
s in linguisti
s (
.f. Moore 1989; Nerbonne 1992), fora long time there was little or no expli
it 
onne
tion between these two te
h-niques for semanti
 representations. Sailer (2003) �nally proved that a featurelogi
 for Head-driven Phrase Stru
ture Grammar (HPSG, Pollard and Sag 1994)su
h as Relational Spe
iate Re-entrant Language (RSRL, Ri
hter 2004b) is suf-�
iently expressive to en
ode a higher-order logi
 su
h as Intensional Logi
 ortwo-sorted type theory (Ty2, Gallin 1975), and the 
ombinatorial system of thelambda 
al
ulus. This means that it is mathemati
ally possible to 
ompletely em-bed a 
ategorial semanti
s su
h as Flexible Montague Grammar (Hendriks 1993)within a TFL grammar. However, unde
idability results make it unattra
tive tointegrate RSRL or alternative feature logi
s that are expressive enough for a di-
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Ri
hter and Kallmeyer LRS and LTAGre
t logi
al spe
i�
ation of HPSG grammars wholesale in grammar developmentenvironments. On the other hand, redu
ing the expressivity of the feature logi
prevents a logi
al spe
i�
ation in the feature logi
 of the syntax of Ty2 and basi
operations of the lambda 
al
ulus su
h as beta redu
tion. In addition, it shouldbe noted that it is at least an open question whether the assumption is justi�edthat semanti
 
omposition in natural languages 
an be adequately des
ribed bythe te
hniques provided by the lambda 
al
ulus. Other means of semanti
 
ompo-sition might turn out to be better suited to analyze the relationship between thesemanti
s of synta
ti
ally 
omplex expressions and their 
onstituents in naturallanguages.To prevent misunderstandings it should be stressed very 
learly that we donot mean to say that the lambda 
al
ulus is in any sense insu�
ient for spe
ifyingthe 
omposition of meanings along the synta
ti
 stru
tures of natural languages.Due to the universal nature of the lambda 
al
ulus as an abstra
t 
hara
terizationof 
omputation it is likely that this goal 
ould be a
hieved. The question that wewant to raise is whether the lambda 
al
ulus is a linguisti
ally adequate tool forexpressing as dire
tly as possible the most important linguisti
 generalizationsover the me
hanisms of semanti
 
omposition in natural languages. One of theprime purposes of this paper is to present key 
on
epts of an attra
tive alternativeto the lambda 
al
ulus. These key 
on
epts will appear in two mathemati
alimplementations. The two views on the same 
on
epts that our 
omparison oftwo frameworks o�ers are meant to highlight what belongs to the abstra
t ideasbehind what we essentially view as one single alternative, and what is due toparti
ular realizations of the basi
 
on
epts in terms of di�erent mathemati
alstru
tures in two grammar frameworks.Uni�
ation-based LTAG semanti
s (Kallmeyer and Romero 2007) and LRS(Ri
hter and Sailer 2004) draw di�erent 
on
lusions from the tension between theexpressivity needed in a feature logi
 for the spe
i�
ation of the 
ombinatori
sand representations of Ty2, and the requirements of e�e
tive 
omputation. Asone of the 
onsequen
es, they use feature logi
s of di�erent expressivity for simi-lar purposes in semanti
 
omposition. Like Minimal Re
ursion Semanti
s (MRS,Copestake et al. 2005) they do not use the lambda 
al
ulus but the feature logi
for the semanti
 
ombinatori
s. In 
ontrast to MRS, however, whi
h fo
uses al-most entirely on the design of semanti
 representations for large-
overage gram-mars without saying mu
h about the interpretation of the derived representations,LTAG semanti
s and LRS subs
ribe to model-theoreti
 semanti
s and truth 
on-ditions spe
i�ed in terms of Ty2. To over
ome the tension between the demandson the expressivity of the feature logi
 and on the 
omputational properties ofthe system, LTAG semanti
s and LRS 
hoose di�erent options. LTAG seman-ti
s 
ombines a restri
ted feature logi
 with other mathemati
al stru
tures thatprovide semanti
 representations and take over 
omputational tasks. LRS relieson a uniform logi
al spe
i�
ation and a re-implementation of the LRS module ofgrammars in a 
omputationally tra
table 
onstraint language. Important featuresof these two options of implementing 
onstraint-based semanti
 
omposition willbe worked out in the 
ourse of our dis
ussion below. 2



Ri
hter and Kallmeyer LRS and LTAGIn this paper we will investigate the two solutions whi
h our two frameworksprovide for integrating a model-theoreti
 semanti
s with synta
ti
 stru
tures usingtyped feature logi
s. We will fo
us on the te
hni
al 
hoi
e points, identifying thoseproperties of the two syntax-semanti
s interfa
es whi
h the two approa
hes havein 
ommon despite the te
hni
al di�eren
es, and those whi
h di�er due to di�erentmeans of 
ombining the synta
ti
 and semanti
 module of grammar. This will alsohelp distinguish fundamental properties of a feature logi
-based syntax-semanti
sinterfa
e from a

idental properties of a single system whi
h are due to parti
ulargrammar ar
hite
tures.The paper is stru
tured as follows: Se
tions 2 and 3 will lay the mathemati
alfoundations for the 
omparison of the two frameworks. Se
tion 2 will brie�y intro-du
e the most important logi
al properties of the HPSG framework, indi
ate howLRS 
an be spe
i�ed in the same TFL as an HPSG grammar, and present themost important prin
iples of LRS together with the analysis of a simple senten
e.Se
tion 3 is the 
ounterpart of Se
tion 2 for LTAG: A short summary of the math-emati
al ar
hite
ture of LTAG is followed by an overview of the framework forLTAG with semanti
 uni�
ation and the role of TFL in this framework. The anal-ysis of our simple example illustrates how the 
omponents of the theory intera
t.The next two se
tions are 
on
erned with a dire
t 
omparison of spe
i�
 
ru
ialaspe
ts of LRS and LTAG semanti
s. Se
tion 4 fo
uses on the treatment of s
opeambiguities and the role whi
h TFL plays in their des
ription. Se
tion 5 showshow the di�eren
es in the appli
ation of semanti
 underspe
i�
ation te
hniquesin LRS and LTAG lead to di�erent analyses of negative 
on
ord, an interestinglinguisti
 phenomenon at the syntax-semanti
s interfa
e. Se
tion 6 turns to the
on
eptually important question of whether semanti
 systems whose 
ombina-tori
s is based on feature logi
 are 
ompositional. Although re
eived opinion hasit that they are not, Se
tion 6 sket
hes a 
onstru
tion for LTAG that indi
ates thatthis might not be true. Se
tion 7 
on
ludes our investigation by a summary of thedi�eren
es between the two systems and of the 
ommon properties of TFL-basedsemanti
 
omputation.2 Lexi
al Resour
e Semanti
sIn the LRS ar
hite
ture the feature logi
 may be used to spe
ify the entire gram-mar, in
luding well-formed Ty2 terms as semanti
 representations, and their modeof 
omposition. This idea is parti
ularly straightforward to implement in HPSG,sin
e HPSG assumes an expressive feature logi
 as the single means of statingthe entire grammar. While HPSG is by no means the only grammar ar
hite
turewhi
h 
an be 
ombined with an LRS 
omponent, 
ombining them is parti
ularlysimple, be
ause the HPSG 
onstraint language itself 
an be employed to spe
ifythe LRS stru
tures. In this se
tion we will explain how this 
an be a
hieved andwhat it means for an HPSG grammar with LRS semanti
s.
3



Ri
hter and Kallmeyer LRS and LTAG2.1 HPSG: Grammars as Logi
al TheoriesFrom a mathemati
al point of view, an HPSG grammar is a logi
al theory 
on-sisting of a signature and a set of axioms. The purpose of the logi
al theory is to
hara
terize all and only the grammati
al linguisti
 stru
tures of a natural lan-guage. The signature de
lares the non-logi
al symbols whi
h the grammar writermay use, and it imposes 
ertain stru
tural 
onditions on interpretations of thegrammar. Non-logi
al symbols of this kind of feature logi
 are sorts, attributesand relation symbols. The set of sorts is organized in a partial order, whi
h is
alled the sort hierar
hy. Examples of sorts are sign, word and phrase, and theHPSG sort hierar
hy puts word and phrase below sign. HPSG's signs must have asynsem attribute with values of sort synsem, 
ategory obje
ts (whi
h are found asvalues of the attribute 
ategory) must have a head attribute with a small setof possible values while they do not have a synsem attribute, and so on. Typi
alHPSG relations are the binary relation member (for stating that some entity is ona list or in a set) and the ternary relation append, whi
h is often used to state thatthe list-value of an attribute is obtained by appending the list-value of a se
ondattribute to the list-value of a third attribute. The stru
tural restri
tions on in-terpretations that we have des
ribed above 
ome from appropriateness 
onditionswhi
h de
lare 
ertain attributes (su
h as synsem) appropriate to 
ertain sorts(su
h as sign) and pres
ribe the possible sort-values of these pairs (e.g., synsem).1The statements of the logi
al theory (the axioms) are known to linguists as theprin
iples of grammar. Their syntax uses the standard boolean logi
al 
onne
tives(
onjun
tion, disjun
tion, negation, et
.), existential and universal quanti�
ation,and the attributes, sorts and relation symbols of the signature. The synta
ti

omponent of an HPSG grammar uses these symbols to state prin
iples su
h asthe Head Feature Prin
iple (the head value of a phrase and its head daughterare identi
al), the Sub
ategorization Prin
iple (regulating the dis
harge ofarguments of a synta
ti
 fun
tor) or the Immediate Dominan
e Prin
iple(playing the role of phrase stru
ture rules of generative frameworks). We will notrepeat any of these prin
iples but illustrate HPSG's typed feature logi
 with abrief sket
h of a TFL spe
i�
ation of LRS.2.2 HPSG with an LRS Semanti
sIn a TFL spe
i�
ation of LRS, two 
omponents 
an be distinguished. First, weneed to spe
ify the syntax of the language of semanti
 representations, i.e., thelanguage whi
h we want to use to spe
ify the meaning of linguisti
 signs. Inprevious work on LRS, this has always been Ty2 for 
ompatibility with the se-manti
s literature in linguisti
s, but many other logi
al languages are 
on
eivable
andidates without major 
hanges to the overall ar
hite
ture of LRS. Se
ond, the
ombinatori
 system must be spe
i�ed. The 
ombinatori
s determines how the re-stri
tions on semanti
 representations provided by synta
ti
 daughters and their1 Readers more familiar with algebrai
 spe
i�
ations might note that sorts here are like their types,and attributes are like unary term 
onstru
tors. There are no 
ounterparts of 
onstants in algebrai
signatures. Thanks are due to an anonymous reviewer for pointing this out. 4



Ri
hter and Kallmeyer LRS and LTAGmode of 
ombination as well as the nature of their synta
ti
 mother determinethe restri
tions on the meaning of the phrase. It is this 
ombinatori
 system andthe kind of stru
tural information in syntax and semanti
 representations that itrefers to whi
h form the 
ore of the LRS theory. In prin
iple, any logi
al languagestrong enough to express these prin
iples, and any synta
ti
 theory whi
h 
om-prises the relevant synta
ti
 stru
tures 
an be used to spe
ify a grammar with anLRS module.The TFL spe
i�
ation of the syntax of Ty2 is very te
hni
al, and we do notneed all of its details in the present 
ontext. To provide a general impression ofhow it works, Fig. 1 shows a fragment of a signature for Ty2.ty2me type typevariable num-index integer
onstant num-index integerappli
ation fun
tor mearg meabstra
tion var variablebody meequation arg1 mearg2 menegation arg megeneralized-quanti�er var varrestr mes
ope meeverysomethreelogi
al-
onstant arg1 mearg2 medisjun
tion
onjun
tionimpli
ationbi-impli
ation. . .Figure 1Fragment of the signature for a grammar of Ty2 expressionsThe sort ty2 subsumes all other sorts in the hierar
hy, as indi
ated by inden-tation. Its most important subsort is me (meaningful expression), with maximallyspe
i�
 subsorts for the logi
al 
onstru
ts needed in the language. All expressionsare typed, with the types en
oded as values of an attribute type. Variables and
onstants bear a natural number as their index, sin
e our semanti
 representationlanguage provides a 
ountably in�nite set of variables and 
onstants of ea
h type.For example, the 127th 
onstant of type e is designated 
onst〈126,e〉. In linguisti
grammars, these 
onstants are usually given more intuitive names. The 
onstant5



Ri
hter and Kallmeyer LRS and LTAG
onst〈126,e〉 might thus be referred to by the symbol john', and 
onst〈126,〈e,t〉〉 bylaugh'. Our signature fragment also in
ludes sorts for three generalized quanti-�ers, every, some and three, whi
h we will need in our linguisti
 examples. Thesegeneralized quanti�ers 
an of 
ourse already be expressed with other basi
 
on-stru
tions in our syntax for semanti
 representations, viz. variables, appli
ation,lambda abstra
tion and equations. In
luding them expli
itly in our synta
ti
 
on-straint language for Ty2 expressions will, however, turn out more than just asimple 
onvenien
e when we formulate restri
tions on the o

urren
e of (subsetsof) quanti�
ational expressions within 
ertain stru
tural domains. Further detailsof the signature of Ty2 su
h as the sort symbols for the en
oding of integers andthe type system are omitted from Fig. 1.Of 
ourse, the signature alone does not guarantee the well-formedness of theexpressions in the denotation of the grammar. To obtain this, we need a the-ory of the set of well-formed expressions of Ty2. (1) shows two of the ne
essaryprin
iples:2(1) a. application →











type 2

functor type

[

in 1

out 2

]

arg type 1









b. equation →





type truth

arg1 type 1

arg2 type 1



(1a) requires that in an appli
ation, the argument be of a type that the fun
-tor 
an 
ombine with, and the resulting type is determined by the fun
tor. Forexample, if the fun
tor is of type 〈e, t〉, it takes an argument of type 〈e〉 andyields an expression of type 〈t〉. (1b) says that an equation is of a truth type(i.e., true or false), and the two arguments of an equation are of the same type.More restri
tions of this kind are needed for all logi
al 
onne
tives, as well asrestri
tions whi
h guarantee the �niteness of Ty2 stru
tures and the existen
e ofa bije
tion of Ty2 expressions and the Ty2 stru
tures in the denotation of theTFL spe
i�
ation of Ty2.3 The full set of axioms needed in a TFL en
oding ofTy2 
an be found in (Penn and Ri
hter, 2004, pp. 426�429). In order to avoid
umbersome notation, TFL des
riptions of Ty2 expressions are typi
ally avoidedin spe
i�
ations of LRS grammars. Instead it is 
ommon pra
ti
e to write (par-tial) Ty2 expressions in TFL des
riptions. It is important to keep in mind thatthis notation a
tually abbreviates des
riptions of Ty2 expressions, and one su
hmeta-expression may in fa
t des
ribe an in�nite number of Ty2 expressions. Thisshould be
ome 
learer in our examples below.2 In RSRL, tags are treated as variables, and all variables in grammar prin
iples must be bound by aquanti�er. By 
onvention, if no quanti�er binds a tag in a given prin
iple, this tag is understood tobe bound by an existential quanti�er taking wide s
ope over the entire expression.3 This means that Ty2 expressions are en
oded by the grammar in su
h a way that for ea
h Ty2expression there is one 
lass of isomorphi
 stru
tures in the denotation of the grammar su
h thatthese stru
tures 
orrespond to the expression. 6



Ri
hter and Kallmeyer LRS and LTAGFor our 
omparison with semanti
s in LTAG the spe
i�
ation of the 
ombi-natorial system of LRS is even more important than the exa
t details of a TFLen
oding of Ty2. The main idea here is as follows: Signs refer to various aspe
tsof their meaning in various feature values. The values of their LRS features re-stri
t the meaning 
ontribution to the utteran
es in whi
h the signs may o

ur.Although it is very tempting at the beginning, the Ty2 values of LRS attributessu
h as ex
ont, in
ont and parts should thus not be understood as des
ribingseparate Ty2 expressions. It is more useful to think of the des
riptions of thesefeature values in a sign as separate but intera
ting 
onstraints on the possiblemeanings of the utteran
e to whi
h the sign belongs. Metaphori
ally speaking,these restri
tions are 
olle
ted as we go up the synta
ti
 tree until we have 
ol-le
ted them all as restri
tions on the ex
ont value of the overall utteran
e. LRSgrammars are written in su
h a way that the ex
ont value of an utteran
e isa Ty2 expression whi
h spe
i�es the meaning of the utteran
e. When looking atea
h utteran
e in the denotation of an LRS grammar one dis
overs that in fa
tall LRS attributes of all signs in the utteran
e have values whi
h are 
omponentsof this ex
ont value. In other words, the des
riptions of these feature values inthe grammar turn out to be restri
tions on the ex
ont value of the utteran
espredi
ted by the grammar.The s
hemati
 des
ription of signs in (2) reveals the main distin
tions madein the feature geometry:
(2)















































sign
phonology phonological structure

synsem



















local



















category (local) syntactic structure

content















content

index





ext-index

var me

phi index





main me



















































lf











lrs

excont me

incont me

parts list(me)























































LRS distinguishes between lo
al (lexi
ally oriented) and non-lo
al (
ombina-torial) aspe
ts of the semanti
s of signs. The lo
al aspe
ts 
an be sele
ted bysynta
ti
 fun
tors and are lo
ated under synsem. More pre
isely, they are underthe attributes var and main, whi
h are both lo
ated at the traditional pla
e forsemanti
 representations in HPSG, the 
ontent value.The attributes whi
h are responsible for building the semanti
 representa-tions of phrases from the semanti
s of their daughters are under a new attributelogi
al-form (lf), whi
h is not a

essible for sele
tional restri
tions sin
e itis appropriate to the sort sign. Three 
ombinatorial aspe
ts of the semanti
 rep-resentation of a sign are identi�ed: The external 
ontent (under ex
ont) is the7



Ri
hter and Kallmeyer LRS and LTAGsemanti
 
ontribution whi
h a sign makes at its highest synta
ti
 proje
tion tothe overall utteran
e in whi
h it o

urs; the internal 
ontent (under in
ont) isthat part of the semanti
 representation of a sign whi
h is within the s
ope ofany operator the sign 
ombines with; the parts list marks those pie
es of thesemanti
 representations 
onne
ted to words whi
h 
ount as being 
ontributedto the utteran
e in whi
h the word o

urs.4 We observe that every subterm ofthe meaning representation of an utteran
e must be introdu
ed as an element onthe parts list of (at least) one word in the utteran
e.5 Conversely, the meaningrepresentation of an utteran
e must 
ontain all elements on all parts lists of allwords in the utteran
e. Intuitively speaking, the meaning of an utteran
e 
onsistspre
isely of those sub-expressions whi
h 
ome from the words in it. Nothing 
anbe added from outside, and nothing gets lost.The fun
tion of the new attributes is best understood by 
onsidering thesemanti
 analysis of a few words in LRS:(3) a. John:






























phon
〈

john
〉

ss loc











cat

[

head noun

subcat
〈〉

]

cont

[

index var 1 john′

main 1 john′

]











lf







excont me

incont 1 john′

parts
〈

1 john′
〉



































b. laughs:


























phon
〈

laughs
〉

ss loc







cat

[

head verb

subcat
〈

NP 1

〉

]

cont main 2a laugh′







lf







excont me

incont 2 laugh′( 1 )

parts
〈

2 laugh′( 1 ), 2a laugh′
〉































4 Readers familiar with the development of HPSG might re
all that Kasper (1997) used attributes
alled e
ont and i
ont in an analysis of re
ursive modi�
ation whi
h solved 
ertain problems withPollard and Sag's original proposal for analyzing the semanti
s of modi�ers in HPSG. The attributenames are adapted from Kasper by LRS to a
knowledge the inspiration Kasper's paper gave fordistinguishing between 
onstituent-internal and external 
ontent. However, the two approa
hesdi�er signi�
antly in detail, and this is not the pla
e for a 
omparison.5 As we will see in Se
tion 5, there are spe
ial 
ases in whi
h at least one of the meaning 
ontributionsof two (or more) words may be identi
al. In parti
ular, the single sentential negation in negative
on
ord 
onstru
tions may 
ome from several n-words and the negative marker in a senten
e.
8
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. always:






























phon
〈

always
〉

ss loc











cat







head

[

adv

mod V[loc cont main 2a ]

]

subcat elist







cont main 5a always′











lf







excont me

incont 5 always′( 3 )

parts
〈

5 always′( 3 ), 5a always′
〉





































& 2a ⊳ 3The analysis of proper names su
h as John (3a) is parti
ularly simple. Sin
eproper names are analyzed as 
ontributing only a non-logi
al 
onstant (john') tothe semanti
 representation, the index var value, the main value, the internal
ontent and their semanti
 
ontribution (on parts) are all identi
al. Note thatthe four attributes refer to the very same symbol in the denotation of the TFLspe
i�
ation, as indi
ated by the tag 1 . The external 
ontent of the word John isnot lexi
ally determined. The ex
ont value me (meaningful expression) indi
atesthat any Ty2 expression is permitted. Only when the word is 
ombined with afun
tor will other prin
iples �x the ex
ont value (whi
h will also be john').Verbs su
h as laughs are more interesting. Its lo
al main value is laugh', indi-
ating the lexi
al meaning of the word. Its internal 
ontent is the appli
ation ofthe predi
ate laugh' to a lexi
ally underspe
i�ed 
onstant or variable of the ap-propriate type. Whi
h 
onstant or variable it is will be determined by the subje
tNP, whose var value, 1 , 
ontributes the relevant logi
al argument.6 From theperspe
tive of semanti
 
ontributions to the utteran
e in whi
h it o

urs, laughsprovides the appli
ation whi
h we already saw as the in
ont value, and the non-logi
al 
onstant laugh'.7 The parts list of laughs does not 
ontain 1 , sin
e theverb does not 
ontribute the relevant expression of type e to the meaning of theutteran
e in whi
h it o

urs. This expression is 
ontributed by the subje
t.The subje
t NP of laughs is synta
ti
ally sele
ted by the verb as the �rst ele-ment on its sub
at list. The notation `NP', employed here to des
ribe the �rst ele-ment on the sub
at list of laughs, is a frequent abbreviation in the attribute-valuematrix (AVM) notation of HPSG des
riptions. It des
ribes synsem obje
ts with asaturated (empty) sub
at lists and head value noun. Elsewhere we will use sim-ilar standard abbreviations for verbal synsems (V, VP) and adjun
t synsems (A).The des
ription of the adverb always, (3
), introdu
es another important typeof 
onstraint on semanti
 representations, 
omponent-of 
onstraints. The analy-6 The identity requirement between the var value of the synta
ti
ally sele
ted argument and thelogi
al argument of laugh' must in fa
t be relaxed when we extend the analysis to arguments thatare de�nite des
riptions of type e su
h as the student, and semanti
ally similar 
onstru
tions. SeeSailer 2004 for the relevant generalization in terms of a 
omponent-of 
onstraint. For our presentpurposes, the simpler identity requirement will su�
e.7 For the purposes of the present paper, we ignore the index var value of verbs, for whi
h Ri
hterand Sailer (2004) propose event variables. 9



Ri
hter and Kallmeyer LRS and LTAGsis of always resembles the analysis of laughs, ex
ept that always as an adverbsele
ts its argument via the mod attribute instead of a sub
at list. The sele
tedargument, 2a , of the operator always' is, however, not analyzed as an immediateargument. Instead the lexi
al entry requires that 2a be a 
omponent of the argu-ment, 3 , of always. If nothing else intervenes and the type of the main value ofthe sele
ted argument were appropriate, 2a 
ould be identi
al to 3 in a given sen-ten
e as far as the 
omponent-of 
onstraint is 
on
erned. As this example shows,
omponent-of 
onstraints are used for saying that (i) one expression belongs in anargument slot, or (ii) is in the s
ope of another expression. However, we usuallydo not know whether the �rst expression 
ombines with something else before it�ts into the relevant argument slot in (i), or whether we fa
e a relationship ofimmediate s
ope in (ii). Moreover, type 
lashes might for
e the �rst expression tobe 
ombined with something else �rst before it �ts into the alloted slot.Two things deserve to be pointed out about the lexi
al entry in (3
): Thetyping of the always' operator as a predi
ate taking a truth value is, of 
ourse,an oversimpli�
ation and only meant as an illustration of the guiding ideas.8Se
ondly, note that the type of laugh' (〈e, t〉) and the subterm requirement of (3
)su�
e to guarantee that laugh' has to apply to its argument �rst so as to �t intothe argument slot of always'. Type restri
tions of this kind play a very importantrole in the use of underspe
i�
ation in LRS.Before we 
an analyze senten
es, we need to introdu
e the most importantLRS prin
iples, the In
ont Prin
iple, the Ex
ont Prin
iple and the LRSProje
tion Prin
iple. They are listed in (4). For simpli
ity, we assume binarybran
hing stru
tures throughout this paper.(4) a. The In
ont Prin
iple:In ea
h lrs, the in
ont value is an element of the parts list and a
omponent of the ex
ont value.
lrs →









excont 1

incont 2

parts 3



∧ member( 2 , 3 ) ∧ 2 ⊳ 1



b. The Ex
ont Prin
iple:Clause (a):In every phrase, the ex
ont value of the non-head daughter is anelement of the non-head daughter's parts list.
phrase →

( [

nh-dtr lf

[

excont 1

parts 2

]

]

∧ member( 1 , 2 )

)Clause (b):In every utteran
e, every subexpression of the ex
ont value of the8 For a real semanti
 analysis 
ompatible with the present LRS framework, one 
ould follow theLTAG proposal of Kallmeyer and Romero (2007). 10



Ri
hter and Kallmeyer LRS and LTAGutteran
e is an element of its parts list, and every element of theutteran
e's parts list is a subexpression of the ex
ont value.
u-sign →

∀ 1 ∀ 2 ∀ 3 ∀ 4









(

[

lf

[

excont 1

parts 2

]]

∧ 3 ⊳ 1 ∧ member( 4 , 2 )

)

→

(member( 3 , 2 ) ∧ 4 ⊳ 1 )








. LRS Proje
tion Prin
iple:In ea
h phrase,1. the ex
ont values of the head and the mother are identi
al,
phrase →

[

lf excont 1

h-dtr lf excont 1

]2. the in
ont values of the head and the mother are identi
al,
phrase →

[

lf incont 1

h-dtr lf incont 1

]3. the parts value 
ontains all and only the elements of the partsvalues of the daughters.
phrase →









lf parts 1

h-dtr lf parts 2

nh-dtr lf parts 3



 ∧ append( 2 , 3 , 1 )



(4a) requires that the part of the meaning of a sign whi
h is outs
oped byeverything else (the internal 
ontent) is a
tually 
ontributed by the sign itselfand is a subterm of its external 
ontent. The external 
ontent is governed by twoprin
iples whi
h have to do with maximal proje
tions. A

ording to ((4b), Clausea) the maximal proje
tion of a sign (identi�ed as the non-head daughter of anembedding sign) must be a 
ontributor of its external 
ontent. In other words, theexternal 
ontent must originate from within a maximal proje
tion, it 
annot 
omefrom outside. ((4b), Clause b) is a 
losure prin
iple. Every sign in the language is adaughter of one unique unembedded sign or utteran
e. The 
losure prin
iple saysthat the meaning of an utteran
e (its external 
ontent) 
onsists of all and onlythose symbols and ways of 
ombining symbols (by appli
ation and abstra
tion)whi
h are 
ontributed by the signs in the utteran
e. The proje
tion prin
iple (4
)makes sure that internal and external 
ontents are identi
al along synta
ti
 headproje
tions and the 
ontributions to the semanti
 representations of all daughtersare 
olle
ted in the parts lists of the mother nodes.With the lexi
al entries and the 
ore LRS prin
iples we 
an already derivethe semanti
 representation of a simple senten
e. The analysis of (5) is shown inFig. 2.(5) John always laughs. 11
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hter and Kallmeyer LRS and LTAG
NP





exc 1

inc 1

pts 〈 1 john′〉





John

A








ss l c hd mod V:[main 2a ]

lf





exc 5

inc 5 always′( 3 )
parts 〈 5 , 5a always′〉













& 2a ⊳ 3

always

V




exc 4

inc 2 laugh′( 1 )
pts 〈 2 , 2a laugh′〉





laughs

adj head

VP




exc 4

inc 2

pts 〈 2 , 2a , 5 , 5a 〉





& 5 ⊳ 4

comp head

S




exc 4 always′(laugh′(john′))

inc 2

pts 〈 2 , 2a , 5 , 5a , 1 〉





Figure 2LRS analysis of John always laughsEa
h word spe
i�es its 
ontribution to the overall meaning of the senten
e(parts), the part of its semanti
s whi
h is outs
oped by all signs it 
ombines with(in
ont), and the overall semanti
 
ontribution of its maximal proje
tion (ex-
ont). The feature per
olation me
hanism introdu
ed by the LRS Proje
tionPrin
iple identi�es in
ont and ex
ont along head proje
tions and 
olle
ts theelements of the parts lists of the daughters at ea
h phrase. The 
ombination ofthe adjun
t with a verbal proje
tion indu
es a number of restri
tions: Sin
e ea
hnon-head daughter's ex
ont must be on its parts list (Ex
ont Prin
iple,Clause a) and the in
ont must be a 
omponent of the ex
ont (In
ont Prin-
iple), the ex
ont of always must equal the in
ont of always. Moreover, theex
ont of always must be within the ex
ont of laughs (Ex
ont Prin
iple,Clause b). Next, the in
ont of laughs must be in the s
ope of always a

ordingto the 
omponent-of 
onstraint in the lexi
al entry of always, (3
). The semanti
argument of laughs, john', is identi�ed by sub
ategorization, as indi
ated in thelexi
al entry of laughs ((3b), tag 1 ). The 
losure 
ondition of the ex
ont Prin-
iple ((4b), Clause b)) requires that the semanti
 representation of an utteran
euse up all and only the parts 
ontributions of all signs, whi
h �nally yields thesemanti
 representation spelled out as the ex
ont des
ription of the S node inFig. 2. As the reader may verify, this expression is the only solution of the 
om-bined 
onstraints on the semanti
 representation of the overall senten
e. These
onstraints 
ome from the lexi
al entries as well as from synta
ti
 properties ofthe senten
e. 12



Ri
hter and Kallmeyer LRS and LTAG2.3 Summary: The Ar
hite
tureIn this se
tion, we showed that LRS 
an be integrated seamlessly with the logi
alar
hite
ture of HPSG. There is no distin
tion between the TFL spe
i�
ation ofsynta
ti
 stru
tures and the TFL spe
i�
ation of semanti
 representations whi
h
arry the truth 
onditional meaning of the entire stru
ture. Synta
ti
 and semanti

onstraints 
an intera
t freely. It is an important feature of this ar
hite
ture thatunderspe
i�
ation is a matter of the TFL level of grammati
al des
riptions. Thestru
tures in the denotation of the grammar are 
omplete stru
tures, in
luding thesemanti
 representations. This means that there is no semanti
 underspe
i�
ationin the denotation of the grammar.It is not ne
essary for a grammar with an LRS semanti
s that its 
onstraintsare expressed in the same language as the rest of the grammar. An example ofa system whi
h uses distin
t languages is the 
omputational implementation ofLRS in the TRALE system des
ribed in Penn and Ri
hter 2004. The ConstraintLanguage for Lexi
al Resour
e Semanti
s (CLLRS) is a spe
ialized 
onstraint lan-guage designed to fa
ilitate the notation of the 
onstraints and to eliminate thete
hni
al overhead 
aused by the TFL en
oding of the syntax of Ty2. In CLLRSthe well-formedness of the semanti
 representations is guaranteed by an indepen-dently implemented set of well-formedness axioms that the user does not have tode
lare or even know (Penn and Ri
hter 2005). Despite the di�erent approa
hesin CLLRS and the LRS ar
hite
ture presented in Subse
tion 2.2, CLLRS main-tains the tight 
onne
tion to synta
ti
 stru
tures. It supports 
onstraints in whi
hsemanti
 inferen
es are grounded in synta
ti
 stru
ture, and semanti
 stru
turemay trigger synta
ti
 
onstraints. All properties of LRS relevant in our 
ompar-ison between LTAG semanti
s and LRS are preserved in CLLRS. However, the
omparison of LTAG semanti
s and LRS is more transparent when we 
an referto a single typed feature logi
 with a uniform model theory whi
h is responsiblefor semanti
 representations and for synta
ti
 stru
ture simultaneously.3 Lexi
alized Tree Adjoining Grammars and Semanti
 Uni�
ationIn 
ontrast to the LRS integration with HPSG using one single TFL, LTAG is
hara
terized by a modular ar
hite
ture, where the feature logi
 is used solely forsemanti
 
omputation and nothing else. The basis is a synta
ti
 tree-generatingformalism with a limited generative 
apa
ity. The trees from the grammar arelinked to semanti
 representations that are sets of Ty2 formulas that need to beput together. The way these formulas are 
ombined in order to obtain the meaningof natural language expressions involves two further 
hara
teristi
s of the grammarar
hite
ture of LTAG semanti
s: First, the semanti
 representations are linked tofeature stru
ture des
riptions, whi
h en
ode 1. the arguments needed to 
ompletethe formulas and 2. the values provided as possible arguments for other formulas.Depending on the tree 
ombination operations performed in the syntax, featurevalue equations are 
omputed between the di�erent feature stru
ture des
riptions,at whi
h point some of the open argument slots in the semanti
 formulas are�lled. Se
ond, the result of this pro
ess is still an underspe
i�ed representation,13



Ri
hter and Kallmeyer LRS and LTAGSubstitution in TAG: A A↓ ; A↓Adjun
tion in TAG:AA∗

A ;

AAFigure 3Substitution and adjun
tion in TAGsimilar to the ones proposed in Hole Semanti
s (Bos 1995) and Minimal Re
ursionSemanti
s (MRS, Copestake et al. 2005). In order to obtain the �nal meanings of asenten
e one has to 
ompute the di�erent disambiguations of this representation.In the next se
tions we will des
ribe the 
omponents of this system.3.1 Lexi
alized Tree Adjoining GrammarsLTAG (Joshi and S
habes 1997) is a tree-rewriting formalism. An LTAG 
onsistsof a �nite set of elementary trees asso
iated with lexi
al items. From these trees,larger trees are derived by substitution (repla
ing a leaf with a new tree) andadjun
tion (repla
ing an internal node with a new tree). The two operations aredepi
ted in Fig. 3. In 
ase of an adjun
tion, the new tree, 
alled an auxiliary tree,has a spe
ial leaf node, the foot node (marked with an asterisk). LTAG requiresthe nodes involved in these operations to be labelled with the same non-terminalsymbols (A in Fig. 3). When adjoining a tree to a node µ, in the resulting tree, thesubtree with root µ from the old tree is put below the foot node of the auxiliarytree. Non-auxiliary elementary trees are 
alled initial trees. Ea
h derivation startswith an initial tree.The elementary trees of an LTAG represent extended proje
tions of lexi
alitems and en
apsulate all synta
ti
/semanti
 arguments of the lexi
al an
hor.They are minimal in the sense that only the arguments of the an
hor are en
ap-sulated, all re
ursion is fa
tored out. These linguisti
 properties are formulated inthe Condition on Elementary Tree Minimality (CETM) in Frank (2002).A 
ru
ial property of LTAG is its extended domain of lo
ality. The re
ursivematerial that is fa
tored out is put in separate auxiliary trees that 
an be adjoined.14
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hter and Kallmeyer LRS and LTAG
NPJohn SNP↓ VPVP VADV VP∗ laughssometimesderived tree: SNP VPJohn ADV VPsometimes Vlaughs derivation tree:laughnp vpjohn sometimesFigure 4TAG derivation for (7)As a 
onsequen
e, in the �nal derived tree, the 
ontribution of an elementary tree
an be separated into di�erent parts that might be far away from ea
h other. Forexample, in a long-distan
e dependen
y su
h as (6), the slot for the wh-word andthe verb marry are in the same elementary tree while the trees for wants, saidand think all adjoin to the S node in the middle.(6) Who does John think Bill said Mary wants to marry?LTAG derivations are represented by derivation trees that re
ord the way theelementary trees are put together. A derived tree is the result of 
arrying outthe substitutions and adjun
tions. Ea
h edge in the derivation tree stands for anadjun
tion or a substitution. The edges are equipped with addresses of the nodeswhere the substitutions/adjun
tions take pla
e. The derivation of (7) in Fig. 4illustrates this: Starting from the elementary tree of laugh, the tree for John issubstituted for the node at position np and sometimes is adjoined at position vp.(7) John sometimes laughs.In 
ontrast to the logi
al foundations underlying HPSG, LTAG has very lim-ited generative 
apa
ity; it belongs to the 
lass of mildly 
ontext-sensitive gram-mar formalisms (Joshi 1985) and only slightly extends the generative 
apa
ityof 
ontext-free grammars (CFG). This explains why LTAG has attra
tive formalproperties; it is polynomially parsable (see among others S
habes and Joshi 1988;Vijay-Shanker and Weir 1993; Nederhof 1997), tree adjoining languages (TAL)have desirable 
losure properties (Vijay-Shanker and Joshi 1985; Vijay-Shanker1987), there is a pumping lemma for TALs (Vijay-Shanker 1987), and there isan extension of pushdown-automata that a

epts TALs (Vijay-Shanker 1987). Ingeneral, the use of LTAG for natural languages is motivated on the one handby the fa
t that CFGs are not powerful enough to des
ribe all natural languagephenomena (Shieber 1985) and on the other hand by the desire to stay as 
loseas possible to CFG in terms of 
omplexity and generative 
apa
ity. 15



Ri
hter and Kallmeyer LRS and LTAG3.2 LTAG Semanti
s with Semanti
 Uni�
ationIn the LTAG semanti
s approa
h we 
onsider here (see Kallmeyer and Romero2007), ea
h elementary tree in the Tree Adjoining Grammar (TAG) is linked toa pair 
onsisting of a semanti
 representation and a semanti
 feature stru
turedes
ription. These feature stru
ture des
riptions are used to 
ompute assignmentsfor variables in the representations using 
onjun
tion and additional equationsintrodu
ed depending on the derivation tree.3.2.1 Semanti
 Representations and Semanti
 Feature Stru
ture De-s
riptions As in Kallmeyer and Joshi 2003, we use �at semanti
 representationsin the style of MRS (Copestake et al. 2005): Semanti
 representations 
onsist ofa set of labelled Ty2 formulas and a set of s
ope 
onstraints. A s
ope 
onstraintis an expression x ≥ y where x and y are propositional labels or propositionalmeta-variables (these 
orrespond roughly to holes in Bos 1995).The formulas in a semanti
 representation 
ontain meta-variables � depi
tedas boxed Arabi
 numbers, e.g. 1 � of type e (individuals), s (situations) and
〈s, t〉 (propositions).9 Ea
h semanti
 representation is linked to a semanti
 featurestru
ture des
ription whi
h 
an in
lude the meta-variables from the formulas.Between the des
riptions, feature value equations are 
omputed depending onthe derivation tree. From the des
riptions and these additional feature equations,whi
h are interpreted 
onjun
tively, assignments 
an be inferred for some of themeta-variables in the semanti
 representations.As an example 
onsider the semanti
 representation and the semanti
 featurestru
ture of laughs in Fig. 5. The fa
t that the meta-variable of the argumentof laugh′ appears in the top (t) feature of the subje
t NP node position npindi
ates that this argument will be obtained from the semanti
s of the treesubstituted at the subje
t node. The label of the laugh′ proposition, l1, is linkedto the bottom of the VP node. This signi�es that the proposition l1 is the minimalproposition 
orresponding to this node. If an adverb adjoins at the VP node, l1will be embedded under that adverb, and the larger proposition 4 will be providedby the adverb. Note that the variables in the des
ription, e.g., 4 in this example,need not o

ur in the semanti
 representation.

l1 : laugh′( 1 )









np [t [i 1 ]

]vp [t [p 4 ]b [p l1
]

]







Figure 5Semanti
 representation and semanti
 feature stru
ture des
ription of laughsSin
e the fo
us of this paper is on the use of feature logi
s for 
omputationalsemanti
s, let us say a little more about the semanti
 feature stru
ture des
riptions9 We take the term �situation� to be more general than �worlds�: worlds are 
onsidered to be spe
ialkinds of situations, namely maximally spe
i�ed situations. 16



Ri
hter and Kallmeyer LRS and LTAGin LTAG. The feature logi
 des
riptions serve the sole purpose of putting semanti
representations together; they are a kind of glue. In prin
iple, they 
ould bede�ned either as partial feature stru
tures with uni�
ation or as feature stru
turedes
riptions with 
onjun
tions and equalities. We 
hose the latter option sin
ethis allows us to use a simple inferen
e me
hanism for 
al
ulating assignments forthe meta-variables in our semanti
 representations.Our semanti
 feature stru
tures as well as the 
orresponding terms of thefeature logi
 are typed. We will 
all the feature stru
ture types fs-types to dis-tinguish them from the types of the terms in the semanti
 representations. Thewhole feature stru
ture that goes with an elementary tree is of fs-type sem andhas attributes np, vp, et
. for all node positions o

urring in the elementary treesof the TAG (�nite for ea
h TAG) whose values are of fs-type tb (for �top-bottom�).These in turn have attributes t and b whose values are of fs-type bindings andhave attributes i, p, s (for �individual�, �proposition� and �situation�) with valuesof fs-types vare (these are the variables of type e from our Ty2 language), var〈s,t〉(the labels of propositional type), and vars (the variables of type s from our Ty2language) respe
tively.The fs-types do not have a hierar
hi
al stru
ture. In other words, there are nosub-types (no sort hierar
hy) as in the feature logi
 of HPSG (in
luding LRS).10The intuition behind our typed feature stru
tures is the following: A semanti
feature stru
ture des
ription links individuals, situations and propositions to syn-ta
ti
 positions, i.e., to nodes in the (synta
ti
) elementary tree. Ea
h node hasa top and a bottom feature stru
ture. If no substitution or adjun
tion o

urs ata node, top and bottom get identi�ed. Otherwise, they 
an have di�erent values.The feature stru
ture des
riptions linked to the semanti
 representations aresimple �rst order formulas with attributes and with 
onstants for values of atomi
fs-type, similar to those introdu
ed by Johnson (1988, 1990). The main di�eren
eis that our logi
 is typed, thus we do not need a symbol ⊥ for unde�ned values.We avoid 
omputing potentially unde�ned values by typing our feature termsand de�ning terms in su
h a way that attributes are applied only to terms ofappropriate fs-types. The logi
 we are using is only a fragment of �rst order logi
sin
e we need neither negation nor disjun
tion or universal quanti�
ation.We will use fs-variables 0 , 1 , . . .. Feature stru
ture des
riptions will be givenin the usual AVM notation. An example is provided in Fig. 6, where all 
onjun
tshave a 
omplex fs-term of the form a(u) equated with a simple fs-variable orfs-
onstant.3.2.2 Semanti
 Composition Semanti
 
omposition 
onsists of 
onjoining fea-ture stru
ture des
riptions while adding further feature value equations. It 
orre-sponds to the feature uni�
ations in the syntax in Feature Stru
ture-based TAG(FTAG, Vijay-Shanker and Joshi 1988) that are performed during substitutions,10 A
tually, one might do without fs-types. Attributes will then denote partial fun
tions and, in theterms of our feature logi
, they might o

ur in pla
es where they do not make sense be
ause theirvalue is unde�ned. In our logi
, the typing disallows building su
h terms. 17



Ri
hter and Kallmeyer LRS and LTAGFeature stru
ture des
ription:i(t(np( 0 ))) = 1∧p(t(vp( 0 ))) = 4∧p(b(vp( 0 ))) = l1

Corresponding avm:0np [t [i 1 ]

]vp [t [p 4 ]b [p l1
]

]







Figure 6Feature stru
ture des
ription in AVM notationCase 1: substitution
γ1 : . . .

[

p
[t . . .

]

]

p

γ2 : . . .
[

r
[t . . .

]

]

Case 2: adjun
tion
γ1 : . . .

[

p

[t . . .b . . .

]

]

p

γ2 : . . .

[

r
[t . . .

]

f
[b . . .

]

]Figure 7Feature identi�
ations depending on substitutions and adjun
tionsadjun
tions and the �nal top-bottom uni�
ations in the derived tree.In the derivation tree, elementary trees are repla
ed by their semanti
 repre-sentations plus the 
orresponding semanti
 feature stru
ture des
ription. (See thederivation tree on the left and the stru
ture for 
omputing semanti
s on the rightin Fig. 8.) We assume that ea
h time a new elementary semanti
 entry is 
hosenfrom the grammar, it 
ontains fresh instan
es of labels, individual and situationvariables and meta-variables. This way, the sets of labels and variables o

urringin di�erent nodes of the derivation tree are pairwise disjoint.The additional feature equations added at substitution or adjun
tion edgesin the derivation tree are depi
ted s
hemati
ally in Fig. 7. They are spe
i�ed asfollows: For ea
h edge in the derivation tree from γ1 to γ2 with position p:
• The top feature of position p in γ1 and the top feature of the rootposition in γ2, i.e., the features γ1.p.t and γ2.r.t are equated (where r isthe root node position),
• and if γ2 is an auxiliary tree, then the bottom feature of the foot node of

γ2 and the bottom feature of position p in γ1, i.e., the features γ1.p.band γ2.f .b are equated (where f is the position of the foot node in γ2).Furthermore, for all γ in the derivation tree and for all positions p in γ su
hthat there is no edge from γ to some other tree with position p, the t and bfeatures of γ.p are equated.As an example 
onsider the analysis of (7): Fig. 8 shows the derivation treewith the semanti
 representations and the semanti
 feature stru
ture des
riptionsof the three elementary trees involved in the derivation. The formula john′(x) is in-18
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omputation:
l1 : laugh′( 1 )











np [t [i 1 ]

]vp [t [p 4 ]b [p l1
]

]










derivation tree:laughnp vpjohn sometimes np vp

l3 : john′(x) l2 : sometimes′( 6 ), 6 ≥ 7

[np[t [ ]b [i x
]

]
]













vpr

[t [ ]b [p l2
]

]vpf

[t [p 7 ]b [ ]

]











Figure 8Semanti
 representations and semanti
 identi�
ations for (7) John sometimes laughsterpreted as meaning �there is a unique individual John and x is this individual�.11Sometimes s
opes over a proposition 6 
ontaining at least 7 and 
ontributes anew proposition l2.The feature value identi�
ations lead to the identities marked in Fig. 8 withdotted lines. The top of the subje
t NP of laughs is identi�ed with the top of theroot np of John (substitution) and with the bottom of the root of John (�naltop-bottom uni�
ation). Consequently 1 = x. The bottom of the VP in laughsis identi�ed with the bottom and top of the foot vpf of sometimes (adjun
tionand �nal top-bottom uni�
ation), yielding 7 = l1. Finally, the top of the VP inlaughs is identi�ed with the top and bottom of the root vpr of sometimes (again,adjun
tion and �nal top-bottom uni�
ation), with the result 4 = l2.Equality between fs-terms is re�exive, symmetri
 and transitive, and it extendsto the di�erent attributes allowed for the fs-type of the term. This permits usto derive further 
onjun
ts using 
orresponding inferen
e rules. Conjoining thedi�erent feature des
riptions on the derivation tree, the new feature equationsand the further 
onjun
ts one 
an derive yields a large des
ription δ.If δ is satis�able, we 
an 
ontinue 
omputing an assignment fun
tion from δ.In order to 
he
k for satis�ability, we have to 
he
k whether for all fs-
onstants
c1, c2 with δ ⊢ c1 = c2, c1 is indeed equal to c2. Then, from δ an assignment fun
-tion g 
an be obtained for some of the meta-variables o

urring in the semanti
representations. We assume that the meta-variables are alphabeti
ally ordered.Then g is de�ned as follows:11 This is similar to the treatment of proper nouns in DRT of Kamp and Reyle (1993). 19
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• for all fs-variables n su
h that there is a fs-
onstant c with δ ⊢ n = c:

g( n ) = c,
• for all fs-variables n1 su
h that there is no fs-
onstant c with δ ⊢ n1 = c:if n2 is the alphabeti
ally �rst fs-variable su
h that δ ⊢ n1 = n2 , then

g( n1 ) = n2 .This assignment is then applied to the semanti
 representation and the unionof the representations is built. In our example this leads to (8):(8) l1 : laugh′(x), l2 : sometimes′( 6 ), l3 : john′(x), 6 ≥ l13.2.3 Disambiguation The semanti
 representation obtained in the way de-s
ribed above is usually underspe
i�ed and 
annot be interpreted yet. First, ap-propriate disambiguations must be found. These are assignments for the remain-ing meta-variables, i.e., fun
tions that assign propositional labels to propositionalmeta-variables respe
ting the s
ope 
onstraints. The de�nition of these disam-biguations roughly 
orresponds to the possible pluggings in Bos (1995). The dis-ambiguated representation is then interpreted 
onjun
tively.(8) has only one disambiguation, 6 → l1, sin
e 6 
annot possibly equal l2( 6 must be in the s
ope of l2) and 6 
annot possibly equal l3 (otherwise therewould be no meta-variable left below 6 to be equated with l1 in order to satisfythe 
onstraint 6 ≥ l1).(9) john′(x) ∧ sometimes′(laugh′(x))3.3 Computational aspe
tsThe 
omputation of the underspe
i�ed semanti
 representation via feature iden-ti�
ation on the derivation tree uses the same me
hanisms as ordinary LTAGparsing in a feature stru
ture-based TAG (FTAG, Vijay-Shanker and Joshi 1988).The only di�eren
e is that the set of possible feature values is not �nite in general(e.g., possible values for features of propositional type are l1, l2, l3, . . .). However,in pra
ti
al appli
ations, the feature value set 
an always be limited. Then the
omplexity of synta
ti
 FTAG parsing (whi
h is O(n6)) and FTAG parsing in
lud-ing semanti
s is the same ex
ept for some 
onstant fa
tors. There exists alreadyan extension of an LTAG parser that takes into 
onsideration semanti
s, assuminga syntax-semanti
s interfa
e very similar to the one presented here. It outputs theTAG derivation trees and the underspe
i�ed semanti
 representations 
omputedon these derivation trees (SemConst, Gardent and Parmentier 2005).The se
ond aspe
t to 
onsider is the 
omplexity of the disambiguation, i.e., the
omputation of the di�erent readings that an underspe
i�ed representation yields.In general, the 
omplexity of disambiguating expressions with s
ope 
onstraintsof the form x ≥ y is NP-
omplete (Koller et al., 2001). But the semanti
 rep-resentations we a
tually use are 
lose to so-
alled normal dominan
e 
onstraints(Koller et al., 2003; Fu
hss et al., 2004). For this type of 
onstraints an e�
ientpolynomial solver has been developed. 20
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hter and Kallmeyer LRS and LTAGelementary treeslinked to adj./subst. determine equationssemanti
representations semanti
 featurestru
ture des
riptionslinkedtounion assignmentunderspe
i�edrepresentationdisambiguationslogi
al formFigure 9Components of the LTAG system3.4 Summary: The Overall Ar
hite
ture of LTAGAs already mentioned, in 
ontrast to LRS, LTAG is a very modular system.The di�erent 
omponents and their relations are summarized in Fig. 9. The partsabove the horizontal line are 
omponents of the lexi
on while the parts belowthis line are generated in the 
ourse of the derivation. The interfa
e stru
turebetween syntax and semanti
s is the derivation tree; it determines lo
ally boththe 
ompositions of elementary trees and the equations between feature stru
turedes
riptions.Let us emphasize on
e again the di�eren
e in the use of feature logi
s: InLRS, a powerful feature logi
 is used to spe
ify the whole grammar. In LTAG, asimple feature logi
 (a fragment of �rst order logi
) is used to spe
ify the argumentrequirements/
ontributions of semanti
 representations and, as we will see later,also to spe
ify s
ope boundaries. In LRS the identities between feature valuesstemming from the feature value equations of di�erent lexi
al entries arise fromgeneral prin
iples whi
h of 
ourse are also de�ned using the feature logi
. In LTAGeven these equations are not part of the TFL des
riptions of the grammar writer.Rather, they arise from an extra feature identi�
ation me
hanism de�ned on thederivation tree.4 Expressing S
ope Boundaries with FeaturesIn this se
tion we will 
ompare the ways in whi
h the two frameworks model thes
opal behavior of quanti�
ational NPs, adverbs and modal verbs. We fo
us on thesimilarities arising from the use of feature logi
s to en
ode s
ope boundaries, andwe ignore a number of subtle di�eren
es in the linguisti
 theory between LTAG andLRS grammars. These di�eren
es primarily 
on
ern assumptions the nature and21
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hter and Kallmeyer LRS and LTAGupper boundary
∃1x(student′(x) ∧ . . . ) ∀x(professor′(y) → . . . )lower boundaryadmire′(x, y)Figure 10Depi
tion of the s
ope window a

ounting for the ambiguity in (10)grammati
al 
hara
terization of s
ope boundaries in 
omplex NP 
onstru
tionsor with propositional attitude verbs. We will be interested in 
onstru
tions likethose in (10)�(13):(10) Exa
tly one student admires every professor.

∃ > ∀,∀ > ∃(11) Two poli
emen spy on someone from every 
ity.
∀ > ∃ > two (among others)(12) John seems to have visited everybody.
seem > ∀,∀ > seem(13) Three girls are likely to 
ome.
three > likely, likely > threeAs illustrated in the examples (10)�(13), in prin
iple quanti�
ational NPs inEnglish 
an s
ope freely. An analysis of quanti�er s
ope must minimally guaranteetwo things: 1) The proposition to whi
h a quanti�er atta
hes must be in thenu
lear s
ope of the quanti�er, and 2) A quanti�er 
annot s
ope over the nexthigher �nite 
lause.12 One way to model this is to de�ne a s
ope window delimitedby a maximal s
ope boundary and a minimal s
ope boundary for a quanti�er. Thisidea is illustrated in Fig. 10. A dotted edge from x (higher node) to y (lower node)signi�es that y is in the s
ope of (i.e., is a 
omponent of) x. Both LTAG and LRSspe
ify su
h s
ope windows for quanti�ers. We will now outline the two analyses.4.1 Spe
ifying a S
ope Window for Quanti�ers: LTAGKallmeyer and Romero (2007) assume that ea
h verb spe
i�es a s
ope window foratta
hing quanti�ers. The lower boundary is the label of the proposition intro-du
ed by the verb. The upper boundary is a meta-variable. The boundaries areen
oded by features maxs and mins (
orresponding to upper boundary and12 The linguisti
 theory of s
ope in LRS is in fa
t 
onstru
ted to a

ommodate the assumption that in
ertain synta
ti
 environments a limited 
lass of quanti�ers may s
ope out of the �nite 
lause wherethey synta
ti
ally originate. We will hen
eforth ignore this genuinely linguisti
 di�eren
e from thetheory formulated in LTAG. 22
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hter and Kallmeyer LRS and LTAGSNP VPVlaughsNPeverybody
l1 : laugh′( 1 ),
2 ≥ 3np

l2 : every′(x, 4 , 5 ),
l3 : person′(x),
4 ≥ l3,
6 ≥ 5 , 5 ≥ 7







global [mins l1maxs 2 ]np [global [i 1 ]

]













global [i x
]np [global [mins 7maxs 6]

]





Figure 11LTAG analysis of (14) Everybody laughslower boundary in Fig. 10). Sin
e these two features represent a property ofthe verb that is not linked to a spe
i�
 node position, they are de�ned as globalfeatures.13(14) Everybody laughs.Let us go through the analysis of (14), shown in Fig. 11. The lexi
al entry oflaugh (the root node of the derivation tree in Fig. 11) provides an upper boundarymaxs = 2 and a lower boundary mins = l1 delimiting the s
ope window forany quanti�er atta
hing to laughs. These boundaries mean that a quanti�er thatatta
hes to laughs has to minimally s
ope over the laugh′ proposition (label l1),and it 
annot s
ope higher than 2 .14The semanti
s of everybody has two parts: The generalized quanti�er every′15with its restri
tion 4 and its nu
lear s
ope 5 , and a proposition person′(x) thatis part of the restri
tion (
onstraint 4 ≥ l3). The quanti�er looks for the globalmaxs and mins features of the verb it atta
hes to in order to �nd the upper andlower boundaries for its nu
lear s
ope. In the semanti
 representation, the nu
lear13 Global features are grouped under a feature global that is linked to the elementary tree as a wholeand not to single node positions. Ea
h semanti
 representation 
an look into the global features ofthe mother node in the derivation tree (by putting a request on its root node position or its footnode position) or into the global features of a daughter (by putting a request on the node positionto whi
h the daughter atta
hes).14 In this simple 
ase, there are no further 
onstraints on the maxs value 2 , i.e., this upper limit doesnot have any e�e
t. However, an attitude verb embedding laugh as in (15) would embed the laughmaxs feature in its propositional argument and thereby prevent the quanti�ers o

urring in theembedded 
lause from taking s
ope outside of the embedded 
lause.(15) Mary fears that everybody laughs.Note that existential quanti�ers su
h as someone always allow for a referential wide s
opereading, even when being embedded under an attitude verb. In LTAG we assume that this readingis not a proper s
ope reading but it is obtained by a di�erent me
hanism.15 Note that in LTAG, generalized quanti�ers are treated as 
onstants of a spe
i�
 type in theunderlying Ty2 logi
. For a generalized quanti�er q, q(x, p1, p2) 
an be read as q(λx.p1, λx.p2). Inthis sense, q is a 
onstant of type 〈〈e, 〈s, t〉〉, 〈〈e, 〈s, t〉〉, 〈s, t〉〉〉. In parti
ular, generalized quanti�ersare not treated as syn
ategoremati
 in LTAG and 
annot be identi�ed as a spe
ial 
lass of symbols.This is di�erent in LRS where a sort hierar
hy of subsorts of generalized-quanti�er is employed informulating prin
iples of (immediate) s
ope 
onstraints and quanti�er islands (see Se
tion 4.2 forsimple prin
iples referring to the relevant sorts). 23
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[
NPN ]girls l4 : girl′( 3 )



















global [i 3mins 5maxs 4]np





global [mins 5maxs 4 ]b [p l4
]























npNPD N∗three l3 : three′(x, 6 , 7 ),
6 ≥ 10 ,
8 ≥ 7 , 7 ≥ 9









n





global [i xmins 9maxs 8]t [p 10 ]













Figure 12Analysis of NP three girls in LTAGs
ope 5 is situated between the variables 6 and 7 (
onstraints 6 ≥ 5 , 5 ≥ 7 ). Inorder to equate these with the maxs and mins values of the verb, a request forthese features is put on the root node (position np) of everybody. The me
hanismof adding feature equations for global features guarantees that this request getsidenti�ed with the global feature of laughs.The feature identi�
ations (indi
ated by dotted lines) lead to the 
onstraints
2 ≥ 5 , 5 ≥ l1. With the assignments following from the feature identi�
ations( 1 → x, 6 → 2 , 7 → l1), we obtain the semanti
 representation (16):(16) l1 : laugh′(x),

l2 : every′(x, 4 , 5 ), l3 : person′(x)
2 ≥ l1,
4 ≥ l3, 2 ≥ 5 , 5 ≥ l1There is one possible disambiguation 
onsistent with the s
ope 
onstraints,namely 2 → l2, 4 → l3, 5 → l1. This leads to the semanti
s (17):(17) every′(x, person′(x), laugh′(x))In order to illustrate the way quanti�ers intera
t with other s
ope takingoperators, let us 
onsider the analysis of (13) Three girls are likely to 
ome. The
ombination of the determiner and the noun into the NP three girls is shown inFig. 12. The generalized quanti�er three 
arries a request for the global featuresmaxs (variable 8 ) and mins (variable 9 ) of the tree it atta
hes to, whi
h is thegirls tree. This tree, in turn, identi�es its own global features maxs (variable 4 )and mins (variable 5 ) with the global features obtained by requesting the globalfeatures of the verb. This means that the request for the global maxs and minsof the verb at the root of the girls tree ultimately 
on
erns the upper and lowers
ope boundaries of three. The p feature provided by girls (label l4) provides therestri
tion of three. 24



Ri
hter and Kallmeyer LRS and LTAGThe synta
ti
 analysis of (13) in LTAG is shown in Fig. 13. The raising pred-i
ate be likely is analyzed like adverbs, using a VP auxiliary tree that adjoins tothe verbal spine of the in�nitive.NPDet Nthree girls SNP VPVPV VP∗ Vare likely to 
omederived tree:SNP VPthree girls V VPare likely Vto 
ome
derivation tree:to_
omenp vpthree_girls likelyFigure 13Synta
ti
 analysis of (13) Three girls are likely to 
ome in LTAGThe semanti
 analysis on the derivation tree is shown in Fig. 14. (The nodepositions vp1 and vp2 stand for the root and foot node positions of the likelytree.) The s
ope properties of the raising verb do not depend on the maxs�minss
ope window. Instead, its s
ope depends on its atta
hment site. It is in a senseinserted between the top and the bottom part of the VP node to whi
h it adjoins,embedding the proposition it �nds at the bottom (here l1) and providing a newproposition (label l2) at the top. This new proposition is then passed up theverbal spine. This analysis is motivated by the empiri
al observation that in 
aseswhere more than one operator atta
hes to the verbal spine, the order on the spinedetermines the s
ope order:(18) John tries to seem to be a ni
e boy.tries > seem > be a ni
e boy, ∗seem > tries > be a ni
e boyThe s
ope 
onstraints for the raising verb intera
t with the quanti�er s
opewindow: The larger proposition on the verbal spine, 2 , is below the maxs bound-ary (
onstraint 3 ≥ 2 ), and the proposition l1 
ontained in the s
ope of theraising verb is the mins boundary. As a 
onsequen
e, likely also s
opes within thequanti�er s
ope window.From the additional feature equations in Fig. 14, we obtain the assignments

1 → x, 2 → l2, 6 → 3 , 7 → l1, 9 → l1, whi
h lead to the semanti
 representationin (19):
25
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l1 : 
ome′( 1 )
3 ≥ 2























global [maxs 3mins l1

]s [b [p 2 ]

]np [global [i 1 ]

]vp [t [p 2 ]b [p l1
]

]





















np vp
l3 : three′(x, 4 , 5 ), l4 : girl′(x)
4 ≥ l4, 6 ≥ 5 , 5 ≥ 7

l2 : likely′( 8 ), 8 ≥ 9







global [i x
]np [global [maxs 6mins 7 ]

]













vp1

[b [p l2
]

]vp2

[t [p 9 ]

]





Figure 14Semanti
 analysis of (13) in LTAG
(19) l1 : 
ome′(x)

l3 : three′(x, 4 , 5 ), l4 : girl′(x)
l2 : likely′( 8 )
3 ≥ l2,
4 ≥ l4, 3 ≥ 5 , 5 ≥ l1
8 ≥ l1This underspe
i�ed representation has the two disambiguations and s
opeorders in (20):(20) a. 3 → l3, 5 → l2, 8 → l1, 4 → l4.
l3 : three′(x, l4 : girl′(x), l2 : likely′(l1 : 
ome′(x)))b. 3 → l2, 8 → l3, 5 → l1, 4 → l4.
l2 : likely′(l3 : three′(x, l4 : girl′(x), l1 : 
ome′(x)))4.2 Spe
ifying a S
ope Window for Quanti�ers: LRSTo analyze the senten
es (13) and (14) in LRS, we need to introdu
e the lexi
alentries for the quanti�
ational expressions and a new prin
iple, the Semanti
sPrin
iple. The Semanti
s Prin
iple of LRS 
onsists of 
onstru
tion-spe
i�

lauses whi
h put restri
tions on the possible ways in whi
h the semanti
 repre-sentations of synta
ti
 daughters 
an be 
ombined. Let us start with the lexi
alentry of everybody:

26
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





























phon
〈

everybody
〉

ss loc











cat

[

head noun

subcat
〈〉

]

cont

[

index var x

main every(x, α, β)

]











lf







excont me

incont 2 person′(x)

parts
〈

x, 2 , 2a person′, 4 every(x, α, β)
〉





































& 2 ⊳ α & x ⊳ α & x ⊳ βFrom a synta
ti
 point of view, everybody is a quanti�ed noun phrase like everygirl and many boys in my 
lass. The 
ombination of quanti�ed noun phrases witha verbal proje
tion is subje
t to a restri
tion by the Semanti
s Prin
iple,given in (22). We introdu
e two 
lauses of this fundamental prin
iple.16 The �rstone, (22a), applies when a quanti�
ational determiner 
ombines with a nominalproje
tion; the se
ond, (22b), governs the 
ombination of a quanti�ed noun phrasewith a verbal proje
tion.(22) Semanti
s Prin
iple:In ea
h headed-phrase, the following 
onditions hold:a. if the non-head is a quanti�
ational determiner then its in
ont valueis of the form gen-quanti�er(x, ρ, ν), the in
ont value of the head isa 
omponent of ρ, and the in
ont value of the non-head daughter isidenti
al with the ex
ont value of the head daughter,
[

nh-dtr ss loc

[

cat head det

cont main gen-quantifier

]

]

→























h-dtr lf

[

excont 1

incont 2

]

nh-dtr lf

[

incont 1

[

gen-quantifier

restr 3

]

]











∧ 2 ⊳ 3











b. if the non-head is a quanti�ed NP with an ex
ont value of the formgen-quanti�er(x, ρ, ν), then the in
ont value of the head is a 
ompo-nent of ν,16 The Semanti
s Prin
iple for LRS was �rst formulated with more sub-
lauses in (Ri
hter andSailer, 2001, p. 283), where it still in
luded the LRS prin
iples in (4a)�(4
). Additional 
lauses of anextended Semanti
s Prin
iple introdu
e 
ombinatori
 restri
tions on head-marker phrases,di�erent kinds of head-adjun
t phrases, and head-�ller phrases. In general, these 
lauses 
ontributesemanti
 restri
tions on phrases obtained by 
ertain modes of synta
ti
 
ombination and often takethe semanti
 types or synta
ti
 and semanti
 
lass of the immediate daughters of the phrase intoa

ount. 27
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∀ 1

























nh-dtr











ss loc cat

[

head noun

subcat
〈〉

]

lf excont

[

gen-quantifier

scope 1

]























→ ∃ 2

(

[

h-dtr lf incont 2
]

∧ 2 ⊳ 1

)











A

ording to (22a), when a quanti�
ational determiner is 
ombined with anominal head, the internal 
ontent of the nominal goes into the restri
tor of thegeneralized quanti�er. Note that this is a true `
omponent-of' 
onstraint. Theremight be more in the restri
tor of the generalized quanti�er than just the internal
ontent of the nominal proje
tion. This is the 
ase if the nominal is modi�edby a restri
tive relative 
lause or by an interse
tive adje
tival modi�er. Theirrepresentations will also be part of the restri
tor of the generalized quanti�er(with the possible ex
eption of 
ertain quanti�
ational operators).In LRS, the ex
ont value of the utteran
e is the upper s
ope boundarywhile the in
ont value of the synta
ti
 head whi
h sele
ts a quanti�er is thelower boundary for s
ope. This 
an be seen in the analysis of (14), whi
h isdepi
ted in Fig. 15. The upper boundary is obtained through the intera
tion of1) the LRS Proje
tion Prin
iple, (4
), stating that the parts list of a phrase
ontains all elements on the parts lists of its daughters, and 2) the Ex
ontPrin
iple, (4b), whi
h states that a) the parts list of ea
h non-head 
ontains itsown ex
ont, and b) in an utteran
e, everything on the parts list is a 
omponentof the ex
ont. This leads to the 
onstraint 4 � 6 in Fig. 15, among others. Thelower boundary is obtained from the Semanti
s Prin
iple, (22b), whi
h statesthat if the non-head of a headed phrase is a quanti�er, then the in
ont of thehead is a 
omponent of its nu
lear s
ope. This yields 1 � β in Fig. 15.
NP





exc 4 every(x, α, β)
inc 2 person′(x)

pts 〈 2 , 2a person′, 2b x , 4 〉





& 2 ⊳ α

Everybody

VP




exc 6

inc 1 laugh′(x)

pts 〈 1 , 1a laugh′〉





laughs

comp head

S




exc 6 every(x, person′(x), laugh′(x))

inc 1

pts 〈 1 , 1a , 2 , 2a , 2b , 4 〉





& 1 ⊳ β & 4 ⊳ 6

Summary of relevant subterm 
onstraints: 2 � α, 1 � β, 4 � 6Figure 15LRS analysis of (14) Everybody laughsThe situation be
omes more 
omplex when several s
ope taking elements in-tera
t, as in the ambiguous senten
e (13), repeated in (23). 28



Ri
hter and Kallmeyer LRS and LTAG(23) Three girls are likely to 
ome.In order to analyze this senten
e, we �rst need to explain how LRS handlesthe 
ombination of a quanti�
ational determiner with a 
ount noun. (24a) and(24b) introdu
e the relevant parts of the lexi
al entries for three and girls:(24) a. three:






























phon
〈

three
〉

ss loc











cat

[

head det

subcat
〈〉

]

cont

[

index var 4a x

main 4 three(x, α, β)

]











lf







excont me

incont 4 three(x, α, β)

parts
〈

4 , 4a
〉





































& x ⊳ α & x ⊳ βb. girls:




































phon
〈

girls
〉

ss loc













cat

[

head noun

subcat
〈

DetP 4a

〉

]

cont

[

index var 4a

main girl′

]













lf











excont

[

gen-quantifier

var 4a

]

incont 2 girl′( 4a )

parts
〈

2 girl′( 4a ), 2a girl′
〉













































Using the �rst 
lause of the Semanti
s Prin
iple, we obtain the stru
tureshown in Fig. 16. The nominal head of the noun phrase gains a

ess to the variable
x introdu
ed by the determiner by sele
ting the determiner as the �rst elementon the sub
at list and identifying the argument of the predi
ate girl' with thevariable found under index var ( 4a ). A 
omparison of the semanti
 representa-tion of the quanti�ed noun phrase three girls at the NP node with the semanti
representation of the quanti�er everybody (21) immediately reveals their parallelstru
ture.Before we 
an analyze (23) we need to provide the semanti
s of the predi
a-tive adje
tive likely. A

ording to (25), it embeds its own in
ont value in theargument α of the operator likely'. The in
ont value is assumed to be raised fromits verbal 
omplement. Sin
e the in
ont of the 
omplement is not part of thesele
ted synsem stru
ture of the 
omplement, this in
ont raising 
annot be lexi-
ally spe
i�ed in the lexi
al entry of likely. Following Sailer (2006) we assume thata general INC Raising Prin
iple takes 
are of in
ont raising and identi�esthe in
ont values of the appropriate predi
ates and their 
omplements. 29
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hter and Kallmeyer LRS and LTAG
Det





exc 4

inc 4 three(x, γ, δ)

ps 〈 4 , 4a x 〉





three

N




exc 4

inc 3 girl′(x)

ps 〈 3 , 3a girl′〉





girls

comp head

NP




exc 4 three(x, γ, δ)

inc 3

ps 〈 4 , 4a , 3 , 3a 〉





& 3 ⊳ γ

Figure 16LRS analysis of three girls(25) likely:






























phon
〈

likely
〉

ss loc













cat







head adj

subcat

〈[

loc

[

cat head verb

cont main 1b

]

]〉







cont
[

main 2a likely′
]













lf







excont me

incont 1

parts
〈

1 , 2 likely′(α), 2a
〉





































& 1 ⊳ α & 1b ⊳ 1The semanti
 
onstraints of the lexi
al entry of 
ome are parallel to the lex-i
al entry of laugh (3b); the auxiliaries to and are are analyzed as in
 raisingpredi
ates similar to likely but without 
ontributing any 
onstant to the semanti
representations.Fig. 17 shows the stru
ture of (23) whi
h follows from the lexi
al entries andthe LRS prin
iples above. The �gure repeats only those subterm 
onstraints whi
hare essential to see the treatment of s
ope windows and the way the two readingsof the senten
e are derived.The restri
tions in Fig. 17 (in 
ombination with the grammar of well-formedexpressions of Ty2 presented in Se
tion 2.2) leaves two possibilities for the ex
ontvalue 5 :(26) a. 5 = three(x, girl′(x), likely′(
ome′(x)))b. 5 = likely′(three(x, girl′(x), 
ome′(x)))The s
ope window for the operators in (23) is delineated by the internal 
on-tent of 
ome, 1 , and the external 
ontent of the 
omplete utteran
e, 5 . By de�ni-tion, the internal 
ontent of ea
h sign s is outs
oped by all s
ope-taking elements30
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NP





exc 4 three(x, γ, δ)
inc 3 girl′( 4a x)

ps 〈 4 , 4a , 3 , 3a 〉





& 3 ⊳ γ

Three girls
V





exc 5

inc 1

ps
〈

1
〉





are

A




exc 2

inc 1

ps 〈 1 , 2 likely′(α), 2a 〉





& 1 ⊳ α

likely

VP




exc 1

inc 1 come′(x)
ps 〈 1 , 1a 〉





to come

head comp

AP




exc 2

inc 1

ps 〈 2 , 2a , 1 , 1a 〉





head comp

VP
[

inc 1

ps 〈 2 , 2a , 1 , 1a 〉

]

comp head

S




exc 5

inc 1 come′(x)
ps 〈 4 , 4a , 3 , 3a , 2 , 2a , 1 , 1a 〉





& 1 ⊳ δ

Figure 17LRS analysis of Three girls are likely to 
omeof the signs with whi
h s 
ombines. The equality of the in
ont of the senten
ewith the in
ont of 
ome is mediated by the fa
t that to, likely and are are an-alyzed as in
ont raisers whi
h identify their own in
ont with the in
ont oftheir VP (or AP) argument. Two subterm 
onstraints intera
t with the internal
ontent of 
ome. The predi
ative adje
tive likely outs
opes 1 a

ording to its lex-i
al restri
tions ( 1 ⊳ α). Clause b of the Semanti
s Prin
iple, (22), adds therestri
tion that 1 be in the nu
lear s
ope of the quanti�er three girls ( 1 ⊳ δ). Inessen
e, these 
omponent 
onstraints demand that both the quanti�er and likely'outs
ope 
ome'(x), their relative s
ope is not determined. Adding the fa
t thatgirl'(x) must be in the restri
tor of three girls ( 3 ⊳ γ), the two expressions in (26)are the only Ty2 terms satisfying all restri
tions of the grammar.17For a 
omplete understanding of underspe
i�
ation in the HPSG-LRS ar
hi-te
ture, it is important to 
onsider the (exhaustive) models in the denotationof the grammar. These models 
ontain two stru
tures for the senten
e (23), onefor ea
h reading. The two stru
tures are synta
ti
ally identi
al, but one has theex
ont value in (26a) whereas the other has the ex
ont value in (26b). Thismeans that there is no underspe
i�
ation at the level of semanti
 representations.Underspe
i�
ation is only a matter of the TFL spe
i�
ation of the grammar.1817 Note that the reading in (26b) implies 5 = 2 , whi
h is not the 
ase in reading (26a).18 Underspe
i�
ation is also a 
ru
ial ingredient of the CLLRS implementation. Computation withCLLRS 
an thus be viewed as 
omputation using underspe
i�
ation te
hniques. 31



Ri
hter and Kallmeyer LRS and LTAG4.3 Summary: Features and S
ope ConstraintsThe two quanti�er s
ope analyses in LTAG and LRS illustrate two points. The�rst 
on
erns the 
omparison of LTAG and LRS. As we have shown, both ap-proa
hes use a feature ar
hite
ture for a quanti�er s
ope window to 
apture thefreedom of quanti�er s
ope within 
ertain synta
ti
ally de�ned domains. LTAGsemanti
s and LRS use a level of underspe
i�
ation involving `
omponent-of'-
onstraints, although the status of the underspe
i�
ation layer of grammar isdi�erent in the two frameworks. In �nite senten
es, there is a 
lear 
orrespon-den
e between LTAG's attributes maxs and mins and the attributes ex
ontand in
ont in LRS. The striking similarity between the two analyses shows that,despite the mathemati
al di�eren
es between the frameworks, 
entral insights 
anbe modelled in parallel. Interesting di�eren
es are expe
ted to emerge in detailedanalyses of subtle linguisti
 fa
ts and possibly in the 
omputational behavior ofimplementations of LTAG semanti
s and CLLRS.19 An area in whi
h di�eren
esbetween the two ar
hite
tures matter will be dis
ussed in the next se
tion. As for
omputational di�eren
es, it is still too early to draw 
on
lusions.The se
ond point 
on
erns a 
ontrast between feature logi
-based 
omputa-tional semanti
s and the tradition of logi
al form semanti
s as an extension ofgenerative syntax in the style of Heim and Kratzer (1998). As we have demon-strated, the use of feature logi
s with feature value identi�
ations in 
ombinationwith underspe
i�
ation te
hniques allows us to avoid synta
ti
 movement oper-ations su
h as quanti�er raising for the representation of s
ope. In other words,features are not only used to establish predi
ate-argument relations but they alsoserve to determine s
ope boundaries. This is possible be
ause of the me
hanismsfor per
olating feature values on the derived tree provided in LRS and LTAG and,in addition, be
ause of LTAG's extended domain of lo
ality.5 Consequen
es of En
oding Semanti
 Formulas in a Feature Logi
:The Case of Negative Con
ordNegative 
on
ord 
an be 
hara
terized as a type of 
onstru
tion in whi
h theo

urren
e of several negation-bearing elements su
h as negative quanti�ers (noone, nothing) and negative parti
les (not) lead to an interpretation with only onenegation. The analysis of negative 
on
ord in Polish in LTAG and LRS des
ribedin this se
tion highlights di�eren
es in the theories' implementation of underspe
-i�
ation te
hniques. They are of parti
ular interest to our dis
ussion be
ause theygo along with the di�erent fun
tions of the feature logi
s in the two frameworks.Both LTAG and LRS use 
omponent-of 
onstraints, but they are used in di�erentways in the two grammar ar
hite
tures. In LTAG, these 
onstraints link under-spe
i�ed Ty2 terms that are augmented with holes and labels of Hole Semanti
s,while in LRS, they belong to the des
riptions of fully spe
i�ed Ty2 terms. Thepossibility in LRS of referring to the same Ty2 expressions multiple times and atdi�erent points in the 
onstituent stru
ture of a senten
e permits an interesting19 See the remarks in Se
tion 2.3 on CLLRS. 32



Ri
hter and Kallmeyer LRS and LTAGtreatment of negative 
on
ord whi
h 
annot be mirrored dire
tly in LTAG.5.1 Negative Con
ord in PolishPolish is a 
lassi
al negative 
on
ord language. The basi
 fa
ts of sentential nega-tion and negative 
on
ord in Polish are illustrated in (27)�(29):(27) Janek nie pomaga oj
u.Janek NM helps father`Janek doesn't help his father.'(28) a. Janek nie pomaga nikomu.Janek NM helps nobody`Janek doesn't help anybody.'b. ∗Janek pomaga nikomu.(29) Nikt nie przyszedª.nobody NM 
ame`Nobody 
ame.'The verbal pre�x nie is obligatory for expressing sentential negation, and it 
an
o-o

ur with any number of n-words (su
h as nikt, `nobody/anybody') withoutever leading to a double negation reading. As a 
onsequen
e, (29) expresses onlyone logi
al sentential negation, although both the negation pre�x nie on the verband the n-word nikt 
an 
arry logi
al negation alone in other 
ontexts. We willnow present analyses in LTAG and LRS of negative 
on
ord in Polish, takingsenten
e (29) as our example.5.2 Con
ord Phenomena in LRSLRS takes advantage of the fa
t that its spe
i�
ations of semanti
 representationsare des
riptions of logi
al expressions whi
h 
an, in prin
iple, mention the sameparts of the expressions several times. (30) shows the relevant part of the lexi
alentries of nikt (nobody) and nie przyszedª whi
h we need in the analysis of (29).Following Kup±¢ (2000) we assume that nie is a verbal pre�x and forms a morpho-logi
al unit with the verb. The lexi
al entry of nikt (nobody) in (30a) is similar tothe relevant parts of English everybody in (21). However, as a negative quanti�erit also introdu
es a negation into the semanti
 representation. This negation re-
eives a spe
ial treatment. A

ording to (30a), the negation 
omponent, 4 , of niktis not a 
omponent of its external 
ontent, whi
h looks like an existential quanti-�er. Instead, the 
ondition 5 ⊳ β only demands that the existential quanti�er inthe external 
ontent be in the s
ope of the negation.
33



Ri
hter and Kallmeyer LRS and LTAG(30) a. nikt (nobody):




























word

phon 〈nikt〉

ss loc cont

[

index var 3b x

main 5 some(x, γ, δ)

]

lf











lrs

excont 5 some(x, γ, δ)

incont 3 person′( 3b x)

parts 〈 3 , 3a person′, 3b , 4¬β, 5 〉







































& 5 ⊳ β & 3 ⊳ γ & x ⊳ γ & x ⊳ δb. nie przyszedª (NM 
ame):






























word

phon 〈nie przyszed l〉

ss loc

[

cat subcat
〈

[

loc cont index var 3b
]

〉

cont main come′

]

lf











lrs

excont 0

incont 1 come′( 3b )

parts 〈 1 , 1a come′, 2¬α, 〉









































& 1 ⊳ α & 2 ⊳ 0In 
ontrast to the spe
i�
ations for nikt, the verb nie przyszedª realizes thenegation within its external 
ontent. The lexi
al entry (30b) does this by statingthat the negation, 2 , must be a subterm of the external 
ontent, 0 .Without additional prin
iples these lexi
al spe
i�
ations are not su�
ient toguarantee the only available reading of the senten
e (29), i.e., the reading witha single sentential negation. First of all, nothing enfor
es the obligatory presen
eof the negation pre�x with the �nite verb in the presen
e of nikt. Se
ond, adouble negation reading may result from not identifying the negation 
ontributedby nikt and by the verb. To over
ome these short
omings, Ri
hter and Sailer(2004) introdu
e two language-spe
i�
 prin
iples whi
h determine the behaviorof negative 
on
ord in Polish. We restate these two prin
iples informally in (31a)and (31b).(31) a. The Neg Criterion:For every �nite verb, if there is a negation in the external 
ontent ofthe verb that has s
ope over the verb's main value, then the negationmust be an element of the verb's parts list.b. The Negation Complexity Constraint:For ea
h sign, there may be at most one negation whi
h is a 
omponentof the external 
ontent and has the main value as its 
omponent. 34



Ri
hter and Kallmeyer LRS and LTAGA

ording to the Neg Criterion for Polish a (�nite) verb in the s
ope ofnegation must 
ontribute negation itself. The Negation Complexity Con-straint limits to one the number of negations taking s
ope over a main valuewithin the proje
tion domain of an external 
ontent. With these additional re-stri
tions in pla
e, we 
an now derive the meaning of (29) in LRS. Fig. 18 showsthat both nikt and the verb nie przyszedª introdu
e des
riptions of negations ( 4and 2 , respe
tively). The 
onstraints on negative 
on
ord in Polish 
onspire tofor
e the negations 
ontributed by the two words to be the same in the overalllogi
al representation 0 of the senten
e ( 2 = 4 (= 0 )). Moreover, the negationmust outs
ope the existential quanti�er introdu
ed by nikt due to the lexi
al s
ope
onstraint 5 ⊳ β of nikt. The restri
tion 1 ⊳ δ 
omes from the se
ond 
lause ofthe Semanti
s Prin
iple, (22).
NP





excont 5 some(x, γ, δ)
incont 3 person′( 3b x)

parts 〈 3 , 3a person′, 3b , 4¬β, 5 〉





& 5 ⊳ β & 3 ⊳ γ

Nikt

V




excont 0

incont 1 come′( 3b x)

parts 〈 1 , 1a come′, 2¬α〉





& 1 ⊳ α & 2 ⊳ 0

nie przyszed l

S




excont 0 ¬ some(x, person′(x), come′(x))

incont 1

parts 〈 1 , 1a , 2 , 3 , 3a , 3b , 4 , 5 〉





& 1 ⊳ δ

Figure 18LRS analysis of (29) Nikt nie przyszedª (Nobody 
ame)5.3 Con
ord Phenomena in LTAGAn LRS-style analysis of negative 
on
ord is not possible in LTAG. Re
all thatthe feature logi
 is not used to en
ode the Ty2 formulas as is the 
ase in LRS.In LTAG, the formulas in the semanti
 representations are 
onsidered di�erentobje
ts, i.e., di�erent subformulas of the �nal semanti
 representations we obtainafter disambiguating the underspe
i�ed representation. Therefore, ea
h negationin the interpretation 
orresponds to exa
tly one negated term introdu
ed in thesemanti
 representations from the lexi
on.Sin
e the interpretation of (29) 
ontains only one negation, there 
an be onlyone negation in the lexi
al entries involved in the derivation. As there 
an be sev-eral n-words in a senten
e without resulting in multiple negation and the presen
eof the negative marker nie is obligatory, nie ne
essarily introdu
es the negation.The n-word nikt 
an then be analyzed as an existential quanti�er that requires1. the presen
e of a negation and 2. being in the s
ope of this negation.An LTAG analysis along these lines is sket
hed in Fig. 19. It resembles inmany respe
ts the NPI analysis proposed in Li
hte and Kallmeyer (2006). Let us35



Ri
hter and Kallmeyer LRS and LTAGexplain its di�erent aspe
ts.Verbs have two more global features, besides maxs and mins that were alreadyintrodu
ed in Se
tion 4: a feature neg indi
ating the presen
e of a negation anda feature n-s
ope 
ontaining the s
ope of this negation. If the verb is negated(as it is the 
ase in Fig. 19), the global neg should be set to yes, otherwise itshould be set to no. (In the latter 
ase, the feature n-s
ope is irrelevant.) Toa
hieve this, we introdu
e an additional lo
al feature neg on the V node. At thebottom, this feature has the value no. If no negative marker adjoins, this willbe identi�ed with the top (variable 3 ) and passed from there to the global neg.The negative marker adjoins to the V node and swit
hes this lo
al neg feature to
yes by spe
ifying neg= yes at the top of its root node. This yes gets identi�edwith 3 be
ause of the adjun
tion. In addition, the negation nie identi�es its s
ope(variable 9 ) with the global n-s
ope of the verb it atta
hes to (here 1 = 9 ) ands
opes over the proposition of the verb (the mins feature, 
onstraint 9 ≥ 10 ).The n-word is an existential quanti�er. It requires the global feature neg ofthe verb it atta
hes to to be yes thereby 
he
king the presen
e of a negation.Furthermore, its maximal s
ope boundary (
onstraint 7 ≥ 6 ) is not the maxsvalue of the verb but the n-s
ope value (identi�
ation 1 = 7 ). This ensures thatthe existential quanti�er is in the s
ope of the negation.NPnikt Vnie V∗

SNP VPVprzyszedª
l2 : 
ome′( 2 )
4 ≥ l2

























global





maxs 4n-s
ope 1mins l2neg 3



np [global [i 2 ]

]v [t [neg 3 ]b [neg no]]






















np v
l3 : some′(x, 5 , 6 ), l4 : person′(x)
5 ≥ l4, 7 ≥ 6 , 6 ≥ 8

l1 : ¬ 9

9 ≥ 10









global [i x]np [global [n-s
ope 7mins 8neg yes]] 





v1





global [n-s
ope 9mins 10 ]t [neg yes] 









Figure 19LTAG analysis of (29) Nikt nie przyszedªAs a result, building the union of the semanti
 representations and applying36



Ri
hter and Kallmeyer LRS and LTAGthe assignment obtained from the feature identi�
ation, we obtain the semanti
representation in (32) for Fig. 19:(32) l2 : 
ome′(x), l3 : some′(x, 5 , 6 ), l4 : person′(x), l1 : ¬ 1

4 ≥ l2, 5 ≥ l4, 1 ≥ 6 , 6 ≥ l2, 1 ≥ l25.4 Summary: Underspe
i�
ation in LRS and in LTAGThe analysis of negative 
on
ord demonstrates that the two frameworks di�ersubstantially in their treatment of underspe
i�
ation: 1. LRS employs partial de-s
riptions of fully spe
i�ed models, whereas LTAG generates underspe
i�ed repre-sentations in the style of Bos (1995) that require the de�nition of a disambiguation(a �plugging� in the terminology of Bos). 2. LRS 
onstraints 
ontain des
riptionsof Ty2 terms rather than Ty2 terms. Therefore, unlike in LTAG, two des
riptions
an denote the same formula. Be
ause of this, the analysis of negative 
on
ord inLRS des
ribed above 
an introdu
e several negations at the TFL des
ription levelthat get identi�ed in the models of the 
onstraint system. This is not possible inLTAG, where the feature logi
 only mediates between pie
es of underspe
i�ed Ty2expressions. As a result, LTAG is more limited than LRS. On the other hand, theway semanti
 representations are de�ned in LTAG guarantees that they almost
orrespond to normal dominan
e 
onstraints, whi
h are known to be polynomiallyparsable (see Althaus et al. 2003).The di�eren
e in the use of underspe
i�
ation te
hniques re�e
ts the moregeneral di�eren
e between the two types of mathemati
al systems: In a generativelinear rewriting system su
h as LTAG the elements of the grammar are obje
ts(here: elementary trees paired with sets of Ty2 terms), and 
opying or erasingis disallowed during derivations. By 
ontrast, in a purely des
ription-based for-malism su
h as HPSG token identities between di�erent 
omponents of linguisti
stru
tures are natural and frequently employed.6 Feature Logi
-Based Semanti
 Computation and CompositionalityAt �rst sight, feature logi
-based 
omputational semanti
s systems su
h as LTAGand LRS do not seem 
ompatible with a notion of 
ompositionality. Clearly, inthese frameworks the derived trees do not determine the meaning of a phrasein su
h a way that it is the result of applying the meaning of one daughter tothe meaning of another (in binary bran
hing stru
tures). In order to show thatthese systems are still 
ompositional, we have to identify a di�erent stru
turethat determines syntax and semanti
s. In this se
tion we will sket
h some ideasfor LTAG 
on
erning this question.The key to answering the question about the 
ompositionality of LTAG seman-ti
s is the fa
t that LTAG is a mildly 
ontext-sensitive grammar: The derivationpro
ess (i.e., the pro
ess of synta
ti
 
ombination) 
an be des
ribed by a 
ontext-free stru
ture, the derivation tree. In this se
tion we will demonstrate that this
ontext-free stru
ture also spe
i�es the pro
ess of semanti
 
ombination in a waythat 
orresponds to Hodges' (2001) de�nition of a 
ompositional semanti
s. 37



Ri
hter and Kallmeyer LRS and LTAG6.1 TAG as a Linear Context-free Rewriting SystemTAGs are mildly 
ontext-sensitive; they belong to the 
lass of linear 
ontext-freerewriting systems (LCFRS, Weir (1988)). Consequently, they have an underlying
ontext-free ba
kbone � the derivation trees � that denotes the trees that 
anbe derived. In this se
tion we will outline how to de�ne a 
ontext-free grammardes
ribing the derivation trees. We 
an then de�ne synta
ti
 and semanti
 denota-tions for this grammar: The synta
ti
 denotations are the derived trees while thesemanti
 denotations are the resulting semanti
 representations plus the featurestru
ture des
riptions one obtains from the 
onjun
tion of the di�erent des
rip-tions involved and the equations arising from the substitutions and adjun
tions.An LCFRS 
onsists of
• a generalized 
ontext-free grammar (GCFG) generating terms in a termalgebra that 
orrespond, in our 
ase, to the derivation trees,
• the (synta
ti
) denotations of these terms (the derived trees), and
• fun
tions spe
ifying how to 
ompute the strings they yield.In the following, we will ignore the strings produ
ed by the terms of theGCFG. Instead, we will fo
us on de�ning the semanti
 denotations of the terms.6.1.1 The Generalized Context-free Grammar A Generalized Context-freeGrammar (GCFG) is a 
ontext-free grammar that generates terms. It 
onsists of
• disjoint alphabets N and F , the nonterminals and the fun
tion symbols,
• a start symbol S ∈ N , and
• a �nite set of produ
tions P of the form A → f(A1, . . . , An) where

n ≥ 0, f ∈ F and A,A1, . . . , An ∈ N .A GCFG derives a set of terms in the following way:
• A ⇒ f() if A → f() is a produ
tion.
• A

∗
⇒ f(t1, . . . , tn) if there is a produ
tion A → f(A1, . . . , An) and

Ai
∗
⇒ ti for 1 ≤ i ≤ n.The idea of the GCFG spe
ifying the derivations of a TAG is as follows: TheGCFG produ
tions spe
ify possible adjun
tions and substitutions for ea
h elemen-tary tree. The elementary trees are the nonterminal symbols of the GCFG. The setof terms one 
an derive from some elementary γ spe
i�es all the derivation treeswith root symbol γ. In parti
ular, the γ-produ
tions spe
ify the di�erent possibil-ities for the daughters of γ in the derivation tree, i.e., the di�erent 
ombinationsof adjun
tions and substitutions possible for γ. More 
on
retely, the produ
tionshave the form γ → fγ:p1,...,pn(γ1, . . . , γn) with γ, γ1, . . . , γn being elementary trees38



Ri
hter and Kallmeyer LRS and LTAGand p1, . . . , pn being node addresses in γ. This produ
tion indi
ates that γ1, . . . , γn
an be atta
hed (by substitution or adjun
tion) to γ at node addresses p1, . . . , pn.Consider for example the TAG in Fig. 20 with the 
orresponding GCFGthat 
hara
terizes the derivation trees.20 With this grammar, for (33) we ob-tain the derivation tree and 
orresponding term tree in (34).21 (The term itselfis fαl:1,2,22(fαj
(), fβ:ǫ(fβ()), fαm()). Interpreted as a bra
keted tree, this gives these
ond tree in (34).)

αj NPJohn αm NPMary αl SNP VPV NPloves β VPsometimes VP∗
NACorresponding GCFG:

αj → fαj
() no subst./adj. to αj

αm → fαm() no subst./adj. to αm

β → fβ() no subst./adj. to β
β → fβ:ǫ(β) adjun
tion of β to the root of β
αl → fαl:1,22(αj , αm) substitutions of αj and αm at addr. 1 and 22 resp. in αl

αl → fαl:1,22(αj , αj) ...
αl → fαl:1,22(αm, αj) ...
αl → fαl:1,22(αm, αm) ...
αl → fαl:1,2,22(αj , β, αm) subst./adj. of αj , β and αm at addr. 1, 2 and 22 resp. in αl

αl → fαl:1,2,22(αj , β, αj) ...
αl → fαl:1,2,22(αm, β, αj) ...
αl → fαl:1,2,22(αm, β, αm) ...Figure 20Sample LTAG and 
orresponding GCFG(33) John sometimes sometimes loves Mary(34) αl1 2 22

αj β αm

ǫ

β

fαl:1,2,22

fαj
fβ:ǫ fαm

fβThe general 
onstru
tion of the GCFG G for a given TAG is as follows:
• The nonterminal symbols of G are the elementary trees.
• For ea
h elementary γ without OA 
onstraints22 and withoutsubstitution nodes: there is a zero arity fun
tion fγ and a produ
tion

γ → fγ().20 Here, we use Gorn addresses for the positions of the nodes: The root has the address ǫ and the jth
hild of a node with address p has address p · j.21 We are aware that (33) is not really an English senten
e. But for the examples in this se
tion, wetry to keep our grammar as small as possible and thus provide only one VP modi�er. This is whywe 
hose this odd example.22 OA stands for �obligatory adjun
tion�. TAG allows one to spe
ify for ea
h node whether adjun
tionat that node is obligatory or not. If it is obligatory, the node is said to have an OA 
onstraint. 39
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• For ea
h γ and positions p1, . . . , pn in γ 
omprising all OA nodes and allsubstitution nodes and γ1, . . . , γn that 
an be adjoined/substituted atpositions p1, . . . , pn respe
tively: There is a n-ary fun
tion fγ:p1,...pn anda produ
tion γ → fγ:p1,...pn(γ1, . . . , γn)6.1.2 The synta
ti
 denotation The term trees denote derived trees in thesame way as derivation trees determine derived trees:
• For all produ
tions of the form γ → fγ(): [[fγ()]]syn := γ.
• For all produ
tions of the form γ → fγ:p1,...pn(γ1, . . . , γn):

[[fγ:p1,...pn(t1, . . . , tn)]]syn := γ[p1, [[t1]]syn] . . . [pn, [[tn]]syn].23For our sample LTAG we obtain:(35) [[fαj
()]]syn = αj [[fαm()]]syn = αm [[fβ()]]syn = β

[[fβ:ǫ(X)]]syn = β[ǫ, [[X]]syn]
[[fαl:1,22(X,Y )]]syn = αl[1, [[X]]syn][22, [[Y ]]syn]
[[fαl:1,2,22(X,Y,Z)]]syn = αl[1, [[X]]syn][2, [[Y ]]syn][22, [[Z]]syn]The synta
ti
 denotation of the term tree (34) for (33) is then (36):(36) [[fαl:1,2,22(fαj

(), fβ:ǫ(fβ()), fαm())]]syn = αl[1, αj ][2, β[ǫ, β]][22, αm ]The expression αl[1, αj ][2, β[ǫ, β]][22, αm ] in (36) denotes the derived tree oneobtains by starting with αl (the likes tree), substituting the node at position 1 fora tree t1, adjoining a tree t2 at position 2 and substituting the node at position
22 for a tree t3 where t1, t2, t3 are as follows: t1 is the tree αj of John withoutany further adjun
tions or substitutions, t3 is the tree αm of Mary without anyfurther adjun
tions or substitutions, and t2 (β[ǫ, β]) 
an be obtained by takingthe sometimes tree β and adjoining to its root (position ǫ) again the sometimestree β.6.2 Semanti
 Denotation of the GCFG TermsThe 
ru
ial question now is whether the GCFG produ
tions also spe
ify semanti

omposition. In the following we will show that this is the 
ase.Let σ be a fun
tion assigning to ea
h elementary tree a pair 
onsisting of asemanti
 representation and a feature stru
ture des
ription. The fun
tion σ forour sample grammar is shown in Fig. 21.We assume that ea
h time a synta
ti
 
ategory (an elementary tree γ) o

ursin a term, σ assigns a fresh instan
e of σ(γ) (i.e., an instan
e with fresh labels,variables and meta-variables).23 γ[p, γ′] is de�ned as follows: if γ′ is (derived from) an initial tree and the node at position p in γ is asubstitution node, then γ[p, γ′] is the tree one obtains by substituting γ′ into γ at node position p.If γ′ is (derived from) an auxiliary tree and the node at position p in γ is an internal node, then

γ[p, γ′] is the tree one obtains by adjoining γ′ to γ at node position p. Otherwise γ[p, γ′] isunde�ned. (Note that the unde�ned 
ase 
annot happen here due to the 
onstru
tion of the GCFG.)40



Ri
hter and Kallmeyer LRS and LTAG
σ(αj) = 〈σαj

, δαj
〉 := 〈 〉john′(x) , 0[ǫ

[b [i x
]

]

]

σ(αm) = 〈σαm , δαm 〉 := 〈 〉mary′(y) , 1[ǫ

[b [i y
]

]

]

σ(αl) = 〈σαl
, δαl

〉 := 〈 〉l1 : love′( 2 , 3 ) , 4
















1 [t [i 2 ]

]22 [t [i 3 ]

]2 [t [p 5 ]b [p l1
]

]

















σ(β) = 〈σβ , δβ〉 := 〈 〉
l2 : sometimes′( 6 )
6 ≥ 7

, 8ǫ

[b [p l2
]

]2 [t [p 7 ]

]





Figure 21Fun
tion σ for LTAG from Fig. 20Now we have to de�ne the semanti
 fun
tions 
orresponding to the fγ..., i.e.,the semanti
 denotations of the terms in our term algebra.24 In order to 
omputethe semanti
s of a node in the term tree, we need to know a) the unions of thesemanti
 representations from the subtrees, b) the feature stru
ture des
riptions
omputed from the di�erent subtrees, and 
) the top fs-variables of the featurestru
ture des
riptions of the daughters. For a feature stru
ture des
ription δ linkedto the semanti
 representation of an elementary tree, let top(δ) be the uniquetop variable. (E.g., in Fig. 21, top(δαj
) = 0 , top(δαm) = 1 . . .) We then de�neour semanti
 denotations as triples 〈σγ , δ′γ , top(δγ)〉 where the three 
omponents
orrespond to a)�
) above.For a pair 〈σ, δ〉 let σ be the result of applying to σ the meta-assignmentsfollowing from δ.Let us �rst illustrate the idea of the semanti
 denotations looking at someterms from our sample grammar.(37) [[fαj

()]]sem := 〈σαj
, δ′αj

, top(δαj
)〉 with

δ′αj
= δαj

∧

{t(p(top(δαj
))) = b(p(top(δαj

))) | p position in αj}This means that the semanti
 denotation of the tree αj with no other treesatta
hing to it 
onsists of the top variable of the feature stru
ture des
ription
δαj

(third 
omponent), the des
ription δαj

onjoined with top-bottom equationsfor all nodes (se
ond 
omponent), and the semanti
 representation obtained fromapplying the assignment arising from δαj
and the new equations to σαj

. Thedenotations for fαm() and fβ() look similar.24 For simpli
ity we do not 
onsider global features (an extension to global features is straightforward).41



Ri
hter and Kallmeyer LRS and LTAG(38) [[fβ:ǫ(X)]]sem := 〈σβ ∪ σX , δ′, top(δβ)〉 where [[X]]sem = 〈σX , δX , topX〉with
δ′ = δβ ∧ δX

∧t(ǫ(top(δβ))) = t(ǫ(topX)) ∧ b(ǫ(top(δβ))) = b(fX(topX))
∧

{t(p(top(δβ))) = b(p(top(δβ))) | p 6= ǫ, p position in β}

fX gives the foot node position of the tree γ su
h that the term X hasthe form fγ...(. . .).For terms denoting adjun
tions or substitutions, things are more 
omplex:The new des
ription is the 
onjun
tion of the daughter des
riptions plus ad-ditional equations 
orresponding to the adjun
tions/substitutions and the �naltop-bottom identi�
ations. In (38) these new equations identify the top of theadjun
tion site (address ǫ) in β with the top of the root of the adjoined tree,and the bottom of the adjun
tion site (address ǫ) in β with the bottom of thefoot node of the adjoined tree. Furthermore, for all positions in β other than theadjun
tion site, top and bottom are identi�ed. The new semanti
 representationis of 
ourse the union of the representations from the daughter denotations afterappli
ation of the assignment 
omputed from the new des
ription.The general de�nition of the semanti
 denotation is as follows:
• For all produ
tions of the form γ → fγ(): Take a fresh instan
e 〈σγ , δγ〉of σ(γ).

[[fγ()]]sem := 〈σγ , δ′γ , top(δγ)〉 with
δ′γ = δγ

∧

{t(p(top(δγ))) = b(p(top(δγ))) | p position in γ}

• For all produ
tions of the form γ → fγ:p1,...pn(γ1, . . . , γn): Without loss ofgenerality let p1, . . . , pk (0 ≤ k ≤ n) be the substitution node positionsamong the p1, . . . pn.Take a fresh instan
e 〈σγ , δγ〉 of σ(γ).
[[fγ:p1,...pn(X1, . . . ,Xn)]]sem := 〈σγ ∪ σX1

∪ · · · ∪ σXn , δ′, top(δγ)〉 with
δ′ = δγ ∧ δX1

∧ . . . δXn
∧n

i=1 t(pi(top(δγ))) = t(ǫ(topXi
))

∧n
i=k+1 b(pi(top(δγ))) = b(fXi

(topXi
))

∧

{t(p(top(δγ))) = b(p(top(δγ))) | p /∈ {p1, . . . , pn},
p position in γ}Let us go ba
k to the example (33) John sometimes sometimes loves Mary.The term des
ribing its derivation was fαl:1,2,22(fαj

(), fβ:ǫ(fβ()), fαm()). The 
om-putation of the semanti
 denotation of this term is shown in Fig. 22.We have shown that for ea
h LTAG G, a GCFG 
an be de�ned that generatesa term algebra des
ribing the stru
tural analyses of the strings generated by G inthe sense of having synta
ti
 denotations that are the derived trees yielding thesestrings. For this term algebra, there are 42
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[[fβ()]]sem = 〈σ1

β, δ1

β

′
, 11 〉 with

σ1

β = l3 : sometimes′( 9 ), 9 ≥ 10

δ1

β

′
= p(b(ǫ( 11 ))) = l3 ∧ p(t(2( 11 ))) = 10

∧t(ǫ( 11 )) = b(ǫ( 11 )) ∧ t(2( 11 )) = b(2( 11 ))

[[fβ:ǫ(fβ())]]sem = 〈σ2

β, δ2

β

′
, 8 〉 with

σ2

β = l2 : sometimes′( 6 ), l3 : sometimes′( 9 ), 6 ≥ 7 , 9 ≥ l2

δ2

β

′
= p(b(ǫ( 8 ))) = l2 ∧ p(t(2( 8 ))) = 7

∧δ1

β

′

∧t(ǫ( 8 )) = t(ǫ( 11 )) ∧ b(ǫ( 8 )) = b(2( 11 ))
∧t(2( 8 )) = b(2( 8 ))

[[fαj
()]]sem = 〈σαj

, δ′αj
, 0 〉 with

σαj
= john′(x)

δ′αj
= i(b(ǫ( 0 ))) = x

∧t(ǫ( 0 )) = b(ǫ( 0 ))

[[fαm ()]]sem = 〈σαm , δ′αm
, 1 〉 with

σαm = mary′(y)

δ′αm
= i(b(ǫ( 1 ))) = y

∧t(ǫ( 1 )) = b(ǫ( 1 ))

[[fαl :1,2,22(fαj
(), fβ:ǫ(fβ()), fαm ())]]sem = 〈σαl

, δαl

′, 4 〉 with
σαl

=
john′(x), mary′(y), l1 : love′(x, y),
l2 : sometimes′( 6 ), l3 : sometimes′( 9 ),
6 ≥ l1, 9 ≥ l2

δ′αl
= i(t(1( 4 ))) = 2 ∧ i(t(22( 4 ))) = 3

∧p(t(2( 4 ))) = 5 ∧ p(b(2( 4 ))) = l1

∧δ′αj
∧ δ2

β

′
∧ δ′αm

∧t(ǫ( 0 )) = t(1( 4 ))
∧t(ǫ( 1 )) = t(22( 4 ))
∧t(2( 4 )) = t(ǫ( 8 )) ∧ b(2( 4 )) = b(2( 8 ))
∧t(ǫ( 4 )) = b(ǫ( 4 )) ∧ t(21( 4 )) = b(21( 4 ))Figure 22Computation of the semanti
 denotation for (33) John sometimes sometimes loves Mary
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Ri
hter and Kallmeyer LRS and LTAG(i) a fun
tion b giving the semanti
 denotations of atomi
 expressions f()in the term algebra (b(f()) := [[f()]]sem),(ii) and rules rf spe
ifying for ea
h fun
tion (synta
ti
 rule) f in the termalgebra how to 
ompute [[f(γ1, . . . , γn)]]sem from [[γ1]]sem, . . . [[γn]]sem.The relationship between the term algebra generated by the GCFG and thesemanti
 denotation given by (i) and (ii) dire
tly 
orresponds to a property ofmeaningful terms in a term algebra whi
h Hodges establishes as one of four equiv-alent ways to 
hara
terize a 
ompositional semanti
s (Hodges, 2001, p. 12, Theo-rem 4 (b)). Hodges de�nes a grammar as a set of expressions that 
an be obtainedfrom atomi
 expressions by 
ombining them a

ording to a set of synta
ti
 rules.The admissible synta
ti
 
ombinations are 
aptured by means of a grammati
alterm algebra, where a term t is grammati
al if its value is de�ned and t is assigneda stru
tural analysis. In our 
ase, the GCFG generates all grammati
al terms ofthe LTAG G. (i) and (ii) above determine the semanti
 denotations for ea
h term.As a result, ea
h term is µ-meaningful in the sense of Hodges' Theorem 4, andLTAG semanti
s ful�lls the requirements of a 
ompositional semanti
s.256.3 Summary: LTAG and CompositionalityAs we have shown, sin
e LTAG belongs to the 
lass of linear 
ontext-free rewritingsystems, it is possible to de�ne a term algebra des
ribing the synta
ti
 
omposition(the substitutions and adjun
tions) su
h that the semanti
s of a term f(t1, . . . , tn)depends only on f and the semanti
s of the subterms t1, . . . , tn. In this sense,LTAG semanti
s is 
ompositional.For LRS, it is less obvious whether 
ompositionality 
an be shown. We stillneed to identify the relevant stru
tures that determine syntax and semanti
s.A starting point might be to look for some kind of fun
tor-argument stru
ture,similar to LTAG derivation trees. We leave this issue for further resear
h.7 Con
lusionWe presented and 
ompared two approa
hes to 
omputational semanti
s, LRSand LTAG semanti
s. They are formulated in 
onsiderably di�erent grammarframeworks but agree on the use of feature logi
s as a 
entral me
hanism in thespe
i�
ation of dependen
ies between the meaning of synta
ti
 
onstituents andtheir 
omponents. This idea sets them apart from most of the 
urrent seman-ti
 theories of natural languages, whi
h use the lambda 
al
ulus for spe
ifyingsemanti
 
omposition.Beyond their use of feature logi
 in semanti
 
omposition, we 
an identify anumber of additional 
ommon 
hara
teristi
s of LTAG semanti
s and LRS: Theyboth 1. use a Ty2 language for semanti
s; 2. allow underspe
i�
ation (s
ope 
on-straints, ≥, in LTAG semanti
s; 
omponent-of 
onstraints, �, in LRS); 3. use25 Hodges (2001) proposes two alternative 
hara
terizations of a 
ompositional semanti
s. The one weuse here is the stronger, more restri
ted version, whi
h we 
onsider the more interesting notion of
ompositionality for linguisti
s. 44



Ri
hter and Kallmeyer LRS and LTAGlogi
al des
riptions for semanti
 
omputation, in
luding the identi�
ation of thearguments of logi
al fun
tors; 4. use the feature logi
s for spe
ifying the upper andlower s
ope boundaries of quanti�
ational operators; 5. are designed for 
ompu-tational appli
ations. Due to these similarities, the analyses of several empiri
alphenomena and 
ertain generalizations about the nature of semanti
 
omposi-tion in natural languages 
an be formulated in almost identi
al ways in the twotheories. Among these we fo
ussed on the treatment of quanti�er s
ope, and theme
hanisms for identifying semanti
 arguments using attribute values rather thanfun
tional appli
ation with the lambda 
al
ulus.7.1 Di�eren
es between LRS and LTAGLRS stru
tures are spe
i�ed by means of a typed feature logi
 that supportsthe spe
i�
ation of all aspe
ts of semanti
 
omposition. In fa
t, beyond seman-ti
 
omposition the feature logi
 
an even take over the task of spe
ifying thesyntax of the semanti
 representation language, Ty2. This `all-in-one' strategy isparti
ularly attra
tive in 
ombination with a grammar framework su
h as HPSG,be
ause it makes it possible to investigate the syntax-semanti
s interfa
e witha uniform model theory that applies to the synta
ti
 stru
tures of natural lan-guages as well as to the semanti
 representations that are asso
iated with them.From an abstra
t point of view, the intuitive fun
tion of LRS 
onstraints on themeaning of utteran
es is 1. to spe
ify the meaning 
ontributions of words to theutteran
es in whi
h they o

ur, and 2. to govern the way in whi
h a parti
ularmode of synta
ti
 
ombination restri
ts the possibilities of putting the meaning
ontributions of lexi
al elements together.In 
ontrast to LRS in HPSG, LTAG is a modularly organized system withmathemati
ally 
learly separated subsystems. The synta
ti
 framework is a tree-generating grammar. The elementary trees of the TAG system are linked to un-derspe
i�ed semanti
 representations that are augmented with feature logi
al ex-pressions. The underspe
i�
ation te
hniques that are applied to the semanti
 rep-resentations 
ome from Hole Semanti
s (Bos 1995). A feature logi
 extension ofthe underspe
i�ed representations is responsible for the treatment of predi
ate-argument relationships and the s
ope of quanti�
ational operators. Semanti
 
om-putation adds feature value equations to the lexi
al spe
i�
ations; these featurevalue equations are triggered by synta
ti
 operations in the derivation of trees.The semanti
 representation whi
h results from the synta
ti
 derivation is an un-derspe
i�ed representation that awaits further disambiguation. The disambigua-tion pro
edure then leads to the interpretation(s) of a senten
e in terms of sets offully spe
i�ed logi
al formulas. The disambiguation step 
an be viewed as anothermodular extension of the overall ar
hite
ture and is performed a

ording to thete
hniques of Hole Semanti
s.Both LRS and LTAG semanti
s use feature logi
s to express predi
ate-ar-gument relations and also to treat s
ope boundaries. However, from a te
hni
alperspe
tive they do this in 
ompletely di�erent ways. LRS as a whole is formulatedin an expressive feature logi
. Every element in an HPSG grammar with LRS is45



Ri
hter and Kallmeyer LRS and LTAGa logi
al des
ription.26 Linguists 
all these logi
al statements the `grammar prin-
iples'. The linguisti
 expressions that are the subje
t of linguisti
 theorizing areper
eived as 
on�gurations of entities li
ensed by the totality of logi
al statementsin the grammar. In parti
ular, the Ty2 terms that indi
ate the real world-meaningof linguisti
 expressions are also among the stru
tures li
ensed by the grammar.We 
an say that they are in the denotation of the set of feature logi
al state-ments that 
onstitute the grammar. The feature logi
 of LTAG semanti
s, on theother hand, is simply a restri
ted �rst order logi
 that serves solely to 
omputeunderspe
i�ed semanti
 representations. In this ar
hite
ture the feature logi
 hasnothing to do with the semanti
 representations linguists are interested in whenthey want to know the meaning of an utteran
e. Therefore the models of thefeature stru
ture des
riptions never play a role in the LTAG ar
hite
ture.This di�eren
e is related to a mu
h more general di�eren
e between Head-driven Phrase Stru
ture Grammar and Tree Adjoining Grammar. HPSG takesa model theoreti
 view on natural languages. It sees the task of linguists in thelogi
al spe
i�
ation of the well-formed expressions of a natural language witha uniform typed feature logi
 for all modules of grammar. To make this a fea-sible enterprise, the feature logi
 must be very �exible and expressive, be
ausethe kinds of prin
iples linguists might want to express and the kinds of stru
-tures they might want to 
hara
terize 
annot be anti
ipated. The starting pointof LTAG is quite di�erent. LTAG belongs to the 
lass of mildly 
ontext-sensitivegrammar formalisms, whi
h is a 
lass of formal systems with attra
tive 
omputa-tional properties for parsing. The entire ar
hite
ture of the semanti
 frameworkin LTAG is guided by the desire to uphold its mildly 
ontext-sensitive nature. Asa 
onsequen
e, the feature logi
 extension of the 
ore formalism is kept as weakas possible.A key aspe
t of mildly 
ontext-sensitive grammars is that they are de�ned ina way as to guarantee the existen
e of an underlying 
ontext-free stru
ture thatuniquely determines both synta
ti
 and semanti
 
omposition. The existen
e ofsu
h a 
ontext-free stru
ture that links syntax and semanti
s justi�es the 
laimthat LTAG semanti
s is 
ompositional. In HPSG a 
orresponding 
ontext-freestru
ture might exist for some grammars or even for a parti
ular 
lass of HPSGgrammars with LRS, but its existen
e is not guaranteed by the linguisti
 frame-work or the TFL formalism itself. It is the responsibility of the grammar writer tomake sure that stru
tures in the denotation of his grammar meet these or similar
onditions.The di�eren
e in the use of underspe
i�
ation in LTAG semanti
s and in LRSthat we dis
ussed in this paper goes in the same dire
tion. LRS employs par-tial des
riptions of fully spe
i�ed models. It follows immediately that two Ty2term des
riptions in grammati
al 
onstraints 
an denote the same formula in themodel of an utteran
e in the denotation of the grammar. LTAG generates under-spe
i�ed representations 
onsisting of (pairwise distin
t) sub-formulas linked by26 Apart from the signature, whi
h the linguist has to de
lare before writing the prin
iples ofgrammar. See Se
tion 2.1 for a short explanation. 46
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ope 
onstraints. If a type-identi
al formula is mentioned twi
e in grammati
aldes
riptions, the two o

urren
es of the formula are ne
essarily distin
t tokens.As distin
t tokens they will stay distin
t throughout all semanti
 
omputationsduring the derivation of a senten
e. As �rst-
lass 
itizens of the grammar ar
hi-te
ture, the underspe
i�ed representations of LTAG semanti
s also require theexpli
it de�nition of a disambiguation pro
edure.The heavily parsing-oriented aspe
t of its overall ar
hite
ture makes LTAGultimately less �exible than LRS. Semanti
 
on
ord 
annot be the 
onsequen
eof (partially) identifying semanti
 representations of sub-
onstituents in largersynta
ti
 units. What we get in return are, on
e more, desirable 
omputationalproperties: LTAG's semanti
 representations and the stru
tures that the s
ope
onstraints impose on them guarantee that the 
onstraints on underspe
i�ed rep-resentations resulting from semanti
 
omputation are just a slight extension ofnormal dominan
e 
onstraints, whi
h are known to be polynomially parsable. Oneof the goals of resear
h in LTAG semanti
s is to show that its extension of nor-mal dominan
e 
onstraints still stays within the realm of polynomially parsablesystems.7.2 General Properties of Feature Logi
-based Semanti
 ComputationDespite the ar
hite
tural di�eren
es, the two frameworks for 
omputational se-manti
s share several important 
hara
teristi
s. We believe that these 
ommonfeatures are general properties of frameworks with feature logi
-based semanti

omputation. These frameworks 
an be distinguished in two respe
ts from thein�uential frameworks in the immediate tradition of generative syntax su
h asHeim and Kratzer 1998:First, they avoid fun
tional appli
ation as the main method of semanti
 
om-position, whi
h also means that they do not obligatorily pair up synta
ti
 rulesand semanti
 translation rules. One immediate 
onsequen
e of not using fun
-tional appli
ation and similar operations as the mode of semanti
 
omposition isthat the feature logi
-based frameworks do not have to appeal to type shiftingthe semanti
s of lexi
al (or even phrasal) elements either, whi
h is ne
essary inother theories in order to allow for all ne
essary fun
tional appli
ations in the
ourse of semanti
 
omposition.27 Similarly, type raising to the worst 
ase is anartefa
t of the lambda 
al
ulus-based systems whi
h is needed to be able to treatall elements of a given synta
ti
 
ategory in the pro
ess of semanti
 
ompositionthe same way, even though the basi
 semanti
 types of some lexi
al 
lasses withina given synta
ti
 
ategory 
ould in prin
iple be mu
h simpler. A famous exampleis the type raising of proper names to quanti�ers to obtain a uniform type for allnominal phrases. The feature logi
-based systems will always analyze every lexi
alelement with the simplest available typing that is 
ompatible with the empiri
ally27 The families of relations 
alled argument raising and value raising in the Flexible MontagueGrammar of Hendriks (1993) are one possible implementation of the te
hnique of type shifting. In alexi
alized version Flexible Montague Grammar is also 
ompatible with HPSG (Sailer 2003), whi
hmakes it possible to 
ompare LRS and a semanti
s using type shifting operations within onegrammar framework; see Ri
hter (2004a) for details. 47
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hter and Kallmeyer LRS and LTAGobserved semanti
 behavior of the element.Se
ond, we saw that feature logi
 
onstraints permit a straightforward and�exible spe
i�
ation of s
ope boundaries. In parti
ular, the use of feature logi
sin 
ombination with underspe
i�
ation avoids the introdu
tion of otherwise unmo-tivated synta
ti
 movement operations su
h as a tree-
on�gurational me
hanismof quanti�er raising (`QR'). Consequently, our syntax is very surfa
e-oriented;synta
ti
 stru
ture is assumed only for those units whi
h 
an be argued for onsynta
ti
 grounds. Postulating a level of logi
al form (often 
alled LF in theliterature) to provide an additional layer of synta
ti
 stru
ture for 
omputingthe semanti
s whi
h potentially introdu
es many empty 
ategories is super�uous.Computational implementations may thus fo
us on synta
ti
 representations thatare known to be tra
table more e�
iently instead of having to deal with an in-
onvenient stru
tural overhead with opaque properties, whi
h, moreover, might
hange dramati
ally as the semanti
 theory develops.It is interesting to note that the use of a standard semanti
 representationlanguage su
h as Ty2 in our two frameworks is 
losely related to the use of fea-ture logi
s in the 
ombinatori
s. Expressions of Ty2 be
ome available as 
on
retestru
tures due to the existen
e of independent me
hanisms for per
olating featurevalues on the derived syntax tree. In LTAG, the extended domain of lo
ality of theelementary trees provides additional support for a dire
t spe
i�
ation of semanti
representations in a standard higher-order logi
.The large and in
reasingly important resear
h area of synta
ti
 and semanti
li
ensing requirements is an empiri
al domain in whi
h a mathemati
ally pre
isetheory of features and feature values provides a �rm basis for expressing elegantgeneralizations. Su
h 
ontextual fa
tors keep gaining ground in 
omputationallinguisti
s, where they appear in the form of 
ollo
ation 
onditions, and theyare also of interest in 
omputational pragmati
s. A typi
al synta
ti
 exampleof a 
ontextual li
ensing 
ondition is the LTAG analysis of negative 
on
ord ofSe
tion 5.3; a related LTAG analysis of NPI (negative polarity item) li
ensing wasproposed by Li
hte and Kallmeyer (2006). Similarly, Ri
hter and Soehn (2006)propose a theory of NPI li
ensing in HPSG that 
ombines an LRS semanti
s withelements of a theory of idiomati
 expressions. This theory of idioms was originallypresented by Soehn (2006), who built on previous HPSG work on idioms thathad produ
ed a general ar
hite
ture of a grammar module for the des
ription ofvarious kinds of 
ollo
ations. Feature logi
-based theories of 
ontext 
onditionsin semanti
 representations of the type that we see in the semanti
 
ompositionme
hanisms of LRS and LTAG semanti
s may thus be viewed as a natural variantand new bran
h of feature logi
-based theories of 
ontextual li
ensing. In the
ourse of these developments, semanti
 
omposition may �nally be
ome mu
hmore similar to other linguisti
 me
hanisms than was assumed when it was setapart from other modules of grammar by ex
eptional 
omposition me
hanisms.LTAG semanti
s as well as LRS have emphasized 
omputational 
onsidera-tions of grammar design from the start. HPSG has always �gured prominentlyin grammar implementation e�orts; LRS has been implemented as the CLLRSmodule of the TRALE grammar development system (Penn and Ri
hter 2004,48



Ri
hter and Kallmeyer LRS and LTAG2005). However, unlike in our dis
ussion of LTAG semanti
s, in whi
h we havepaid attention to many 
omputational aspe
ts, we largely ignored 
omputationalissues in LRS. The reason was that appre
iating the relationship between CLLRSand LRS presupposes a mu
h more detailed study of the model theory of LRSthan is appropriate in the present 
ontext. The starting point of an e�
ient LRSimplementation is the investigation of the intended models of an LRS grammar,and a thorough understanding of the intera
tion of the LRS 
onstraints with syn-ta
ti
 
onstraints. On the basis of the models of the logi
al theory of LRS, CLLRSprovides a separate 
onstraint language spe
i�
ally designed to reason over the in-tended 
lass of models. Giving up the generality of a feature logi
 su
h as RSRL,CLLRS o�ers new 
onstraint primitives su
h as 
omponent-of 
onstraints and
ontribution 
onstraints to support pre
isely those kinds of statements that areprominent in LRS prin
iples. Sin
e CLLRS 
an be de�ned as an extension of astandard feature logi
, with whi
h it may share meta-variables, the tight inte-gration of syntax and semanti
s remains possible. The 
omputational e�
ien
yof the resulting system depends on the 
onstraint handling system of CLLRSand its resolution pro
edures for underspe
i�ed des
riptions of expressions of thehigher-order logi
. In 
urrent resear
h, optimizing the 
omputational behavior ofCLLRS in response to pra
ti
al experien
es with implemented CLLRS grammarsis an important issue.28There exist several LTAG parsers and a large 
overage grammar for English(XTAG Resear
h Group 2001). However, this grammar does not in
lude a seman-ti
s yet. More re
ently the Metagrammar (MG) tool developed in Nan
y (Crabbéand Du
hier 2004) was augmented by fun
tions for the 
ompa
t spe
i�
ation of asemanti
 module in a TAG. Gardent and Parmentier (2005) presented a parser forpro
essing syntax and semanti
s whi
h builds on the grammar format supportedby the MG tool.7.3 Open QuestionsAn obvious open question is whether HPSG with LRS is a 
ompositional seman-ti
s. In Se
tion 6 we sket
hed a non-trivial notion of 
ompositionality for LTAGsemanti
s whi
h 
ru
ially relied on an underlying 
ontext-free stru
ture linkingthe derived trees of the TAG 
omponent to underspe
i�ed semanti
 representa-tions. For LRS, we still need to identify the relevant stru
tures that determinea 
ompositional relationship between the synta
ti
 stru
tures and the semanti
s.However, the fa
t that su
h stru
tures exist in a 
losely related framework su
has LTAG semanti
s indi
ates that �nding them might not be as di�
ult as a �rstlook at the LRS ar
hite
ture might suggest.Another interesting topi
 for further resear
h is the problem of a more exa
tspe
i�
ation of the relationship between the feature logi
 attributes for semanti
representations in LTAG and LRS. In the present paper, we fo
used on how the useof semanti
 feature values in the two systems leads to systems with very similaroverall fun
tions. Pursuing the te
hni
al details of the two systems further, it28 For some more remarks on the relationship between LRS and CLLRS, see Se
tion 2.3 above. 49



Ri
hter and Kallmeyer LRS and LTAGmight even be possible to identify translation pro
edures from one framework tothe other. The possibility of translating semanti
 analyses between two grammarsimplemented in di�erent frameworks 
ould be a very interesting appli
ation for
omputational grammar development.As we emphasized throughout this paper, the limited generative 
apa
ity ofthe LTAG formalism is desirable be
ause it guarantees a satisfa
tory 
omputa-tional behavior of LTAG grammars in the general 
ase. It is not very surprisingthat this 
onvenien
e 
omes at a pri
e. The heavy restri
tions on the expressivityof the framework o

asionally 
ause problems: Some natural language phenom-ena 
annot be des
ribed within traditional TAG. Most TAG extensions that havebeen proposed to remedy these problems involve the fa
toring of elementary treesinto multi
omponent sets (Weir, 1988; Rambow, 1994; Kallmeyer, 2005). Thismeans that the lexi
al entries are no longer just single trees; they be
ome setsof trees. If one of these lexi
al tree sets is used in a derivation step, then all ofits elements must be added in this derivation step by substitution or adjun
tion.If the TAG framework is to rea
h a better empiri
al 
overage in syntax and insemanti
s, extending the present syntax-semanti
s interfa
e to these new TAGvariants is an important issue for future resear
h. For example, re
ent extensionsof LTAG to multi
omponent sets lead to greater su

ess in the des
ription of wordorder variability, and this extension in synta
ti
 
overage leads to new questionsat the syntax-semanti
s interfa
e. One of them is the problem of 
apturing rela-tions between word order and meaning in languages su
h as German that requirea multi
omponent extension of LTAG. First ideas on these topi
s are presented inKallmeyer and Romero (2006). The 
onne
tion of LTAG semanti
s to LRS mightalso be useful here, sin
e the treatment of free word order languages has re
eivedmu
h attention in HPSG.We hope that our 
omparison of LRS and LTAG semanti
s will 
ontributeto an in
reasing and fruitful intera
tion between the resear
h 
ommunities fromwhi
h the two theories originate. The 
omparison highlighted some importantsu

essful features that the two theories have in 
ommon. Due to the signi�
antar
hite
tural di�eren
es between the two systems, 
omparing them also improvedour understanding of those properties whi
h distinguish both of them as featurelogi
-based approa
hes to semanti
 
omposition from the 
urrent alternative the-ories of the syntax-semanti
s interfa
e. At the same time, the di�eren
es betweenLRS and LTAG semanti
s, in parti
ular the di�eren
es in the motivation behindtheir major design de
isions, are substantial enough to make one of the systemso

asionally more su

essful in some tasks than the other. It is again the 
ommon
ore of the two systems that 
an be useful in transfering su

essful solutions inone system to the other for their mutual bene�t.A
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